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Abstract

Mainstream media, through their decisions on what to cover and
how to frame the stories they cover, can mislead readers without
using outright falsehoods. Therefore, it is crucial to have tools that
expose these editorial choices underlying media bias. In this paper,
we introduce the MEDIA B1as DETECTOR, a tool for researchers, jour-
nalists, and news consumers. By integrating large language models,
we provide near real-time granular insights into the topics, tone,
political lean, and facts of news articles aggregated to the publisher
level. We assessed the tool’s impact by interviewing 13 experts from
journalism, communications, and political science, revealing key
insights into usability and functionality, practical applications, and
AT’s role in powering media bias tools. We explored this in more
depth with a follow-up survey of 150 news consumers. This work
highlights opportunities for Al-driven tools that empower users
to critically engage with media content, particularly in politically
charged environments.
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1 Introduction

Since the 2016 election, there has been growing concern about the
pervasive impact of fake news [5, 52, 79, 97]. However, in practice,
most people consume news from mainstream sources, where stories,
though factually accurate, can still be biased [6]. This bias arises
from the considerable control that journalists and editors exert over
selection (choosing to emphasize some issues, events, or people over
others) as well as their framing (choosing the tone, perspective,
or facts of a story to present an issue in a particular way) [28, 33,
88]. Unlike outright falsehoods, selection and framing can subtly
mislead readers, making these forms of bias difficult for traditional
fact-checking tools to detect [77]. Experimental evidence has shown
that it is remarkably easy to mislead a reader without making
any explicitly false statements [4, 54]. Moreover, because factually
accurate but biased news coverage tends to be consumed by much
larger populations than categorically fake news, its negative impact
can be considerably larger in aggregate [7].

Measuring and exposing media bias, which we define as the pref-
erential selection of some stories, facts, people, events, or perspec-
tives over others, is critical to challenging the illusion of objectivity
promoted by many news organizations. By revealing how editorial
choices (decisions about which facts, voices, and perspectives to
emphasize or downplay) shape coverage, readers can better under-
stand both the context of the information they consume and the
perspectives they are missing. A lack of diverse perspectives can
contribute to echo chambers, where individuals relying on a single
source or a limited set of ideologically similar sources are more
likely to encounter “separate realities,” fostering disagreement on
basic facts or priorities [15, 46, 69].

Communications researchers have long emphasized the impor-
tance of media bias [11, 27, 28, 94, 101]; however, methodological
limitations have until recently prevented its identification at scale.
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Traditional approaches, like manually quantifying topics, view-
points, or facts across publishers, are costly and time-consuming
[21, 55, 66], while natural language processing (NLP) methods such
as n-gram counting typically fail to capture the full context of an
article [29, 38]. Now, with advancements in large language mod-
els (LLMs), it has become possible to annotate large documents
faster and more efficiently, while maintaining high accuracy [41].
Specifically, LLMs can efficiently ingest and parse tens of thousands
of articles, extracting key features such as topics, subtopics, and
facts as well as labeling them according to subjective quantities
such as tone (positive vs. negative) and partisanship (Democrat vs.
Republican) [78, 102]. This ability to extract nuanced information
from large datasets makes LLMs a valuable tool for identifying and
analyzing media bias.

In this paper, we present the MEDIA Bias DETECTOR, an LLM-
driven tool designed to dynamically track and analyze major news
coverage from a diverse collection of prominent publishers across
the political spectrum.! We operationalize media bias in two distinct
ways, corresponding to the aforementioned distinction between
selection and framing bias. First, we quantify selection bias by mea-
suring the differential attention paid to different news categories
(e.g. politics vs. business) as well as topics (e.g. the 2024 election
within politics) and subtopics (e.g. the presidential horse race within
the 2024 election). Second, we quantify framing bias along two key
dimensions: a) political lean, which we define as the extent to which
an article aligns with the viewpoints, policies, or concerns of Repub-
licans versus Democrats, either explicitly or implicitly; and b) tone,
defined as the emotional slant of coverage (i.e. positive, neutral,
negative). Unlike existing tools, which typically consider subsets of
news stories and label publishers broadly as left, right, or center,
the MEDIA Bias DETECTOR annotates individual articles produced
every day. These annotations are then aggregated to provide a dy-
namic, data-driven view of each publisher, reflecting the diversity
of their coverage rather than assigning static ideological labels.
Our inclusion of tone also addresses a gap in media bias detection,
which often focuses on political lean but has paid less attention to
sentiment as a source of bias [87]. This added granularity allows
readers to explore the distribution of lean and tone across articles
published by a news outlet. For instance, a user might find that
while the Wall Street Journal appears generally neutral overall, its
coverage leans more Republican on immigration and slightly more
Democratic on the environment and reproductive rights.

The MeDI1A Bias DETECTOR allows users—whether researchers,
journalists, or everyday news consumers—to interactively explore
and quantify media bias by examining the coverage focus, article
type (i.e., report, analysis, or opinion), tone, and political lean of the
top news stories. With this tool, users can examine how different
publishers emphasize or ignore different topics, such as whether
they focus more on Joe Biden’s or Donald Trump’s age, or whether
they frame the election as an entertaining horse race versus a dis-
cussion of key policy differences. It also allows users to explore
topic-specific questions, such as quantifying how much inflation is
discussed compared to wages, or how crime is framed: does it focus
on the perspective of law enforcement, economic impact, or the

'We limit our initial investigation to ten mainstream news publishers to maintain
data quality and keep labeling costs manageable. But, the tool is easily adaptable to
additional publishers.
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effects of incarceration? Furthermore, the MEDIA B1as DETECTOR
helps users keep up with the fast pace of the news cycle by sum-
marizing the top events of the day and highlighting key snippets
of information from these stories. To evaluate the effectiveness of
the MEDIA Bias DETECTOR and inform future improvements, we
conducted semi-structured interviews with 13 experts in media,
communications, and politics, as well as a survey of 150 everyday
news consumers. The goal of collecting feedback from these user
groups was to address the following research questions:

RQ1. Can we develop a tool that effectively conveys media bias to
users while remaining easy to use?

RQ2. How does the use of LLMs in the MEDIA B1as DETECTOR in-
fluence users’ trust in the tool compared to human-generated
ratings?

RQ3. Which audiences are most likely to benefit from the MEDIA
B1as DETECTOR, and how can the tool be optimized to better
serve these groups?

In our evaluation of the MEDIA Bias DETECTOR, several key
themes emerged. Experts appreciated the MEDIA B1As DETECTOR’s
ability to consolidate complex information and provide multiple
forms of evaluation, emphasizing its value for media literacy educa-
tion and qualitative research. They also stressed the importance of
transparency when using LLMs to classify information related to
complex topics like media bias. Everyday users found the tool useful
and accessible, often discovering new insights they had not known
before, and generally placed more trust in Al tools than experts.
Both groups, however, valued the reassurance of human oversight.
Overall, the MEDIA Bias DETECTOR proved to be a versatile tool
that appealed to a wide range of audiences for education, research,
and daily bias checks.

To summarize, the main contributions of our work are as follows:

(1) The implementation of the MEDIA Bias DETECTOR, an in-
teractive online tool that aggregates key information from
news articles and guides users to explore different facets of
media bias.

(2) The results of a user study with 13 media experts and a survey
of 150 news consumers, which demonstrate the MEDIA B1as
DETECTOR’s broad applicability and value in helping users
understand and discover media bias in online news.

2 Background and Related Work

Bias, in statistical theory, implies the presence of a "true" value
from which the biased estimate systematically differs. However, in
practice, we generally lack a ground truth, making it infeasible to
directly assess bias for individual articles or even entire publishers.
This assertion might seem counterintuitive, as we often perceive
articles as biased when we read them. This perception arises be-
cause we implicitly treat our subjective opinions as the "truth,’
even though they are likely biased as well [81]. In the absence of
a universally accepted ground truth, we instead need to identify
bias by observing patterns and differences in how news is reported
between publishers, or within publishers over time. In this section,
we anchor our discussion of media bias in the concepts of selec-
tion and framing biases and consider their relevance to designing
media bias tools grounded in HCI principles. We also situate the
MEDIA Bias DETECTOR among existing media bias detection tools
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and discuss their limitations. Finally, we review current literature
on LLMs for annotation tasks and explain why these models are
well-suited for analyzing media bias.

2.1 Agenda-Setting, Framing, and the Role of
HCI in Designing Tools for Media Bias

Media bias presents major implications for the HCI community
as online platforms increasingly become the primary medium for
news consumption. Within the communications field, media bias
is often analyzed through two key theories: agenda-setting and
framing. Agenda-setting theory argues that the media doesn’t tell
us what to think but rather what to think about [60, 61]. The pro-
cess of selection bias—choosing certain stories or facts to report
while omitting others—directly contributes to the media’s agenda-
setting power, shaping public discourse by directing attention to
specific topics over others [30]. For example, a news outlet might
publish many stories on a frontrunner’s campaign rallies while
giving limited coverage to other candidates. Agenda-setting theory
is highly relevant to HCI because digital platforms increasingly
mediate what content users see [71]. Algorithms, interface design,
and personalized recommendation systems often act as agenda-
setters, determining what content is presented or excluded from
users’ screens [34, 59]. This phenomenon raises critical questions in
HCI about how systems shape user awareness and understanding,
as well as how tools can be designed to challenge these embedded
biases.

Beyond selecting which issues to emphasize, the media also in-
fluences public perception via the manner in which information is
presented—a process known as framing [100]. Framing bias builds
on selection bias by not just determining what is covered, but how
it is covered. This involves the inclusion or omission of specific
details and perspectives, the tone or language used, the context
provided, or the omission of background information, all of which
can significantly alter how an issue is perceived by the audience
[28, 33, 37]. For instance, framing a protest as a "riot" in one article
versus a "peaceful demonstration" in another can significantly in-
fluence how readers perceive the event [18, 95]. Similarly, framing
immigration as an "opportunity for economic growth" versus an
"immigration crisis” can sway public perception on the issue [48].
Framing effects relate to HCI through a shared focus on how the
presentation and emphasis of information influences its importance
or impact [45]. Media bias tools informed by HCI principles can
play a critical role in revealing framing biases [31]. For example,
tools that allow users to analyze data from multiple perspectives
[3], explore specific points in more detail [91], or compare diverse
sources [12, 16] can foster a deeper understanding of how the same
event is portrayed in different ways.

Although the concepts of selection and framing bias are well-
known in media studies and communications [29, 58, 75], their
impact has become even more pronounced in today’s digital age
[14, 43]. The rapid dissemination and broad reach of online news
allow information consumers to quickly access content that rein-
forces their pre-existing opinions. Research indicates that online
news consumption exhibits a polarized pattern, with users spend-
ing significantly more time on news sources that align with their
political leanings compared to those that do not [36]. Tools that
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make media bias visible—especially in terms of selection and fram-
ing biases—can help users recognize these patterns and engage
more critically with their news consumption [51]. By applying HCI
principles to these tools, we can design interfaces that promote
media literacy and encourage balanced engagement with digital
news platforms.

2.2 Examining Current Approaches and
Limitations in Assessing Media Bias

Scholars have proposed numerous taxonomies to understand me-
dia bias, yet no universally accepted set of media bias metrics or
standard measurements exist [39, 42, 47, 67, 82]. Current methods
often reduce news publishers to a single metric by assigning a
political lean rating from "Left" to "Right" [8, 26, 72]. These tools
simplify bias labels to make it easier for users to digest, such as
using 2-dimensional axes with political lean and reliability [63] or
a 1-dimensional categorization of publishers across the political
spectrum [8]. Although useful, these static classifications fail to
capture within-publisher differences in bias over time, across topics,
or even across individual articles.

Evaluating bias at the article level is less common and more chal-
lenging. Earlier tools evaluating article level bias relied on basic
NLP techniques, such as keyword frequency analysis, to cluster sim-
ilar stories in the media [76]. However, these methods are limited in
their ability to account for context and the evolving nature of news
stories. Recent advancements in LLMs offer improved contextual
understanding capabilities which can more accurately help identify
media bias in news coverage. Even though other proprietary tools
that incorporate Al features have emerged [8, 13], these platforms
generally do not update to reflect media bias in recent news cover-
age. Furthermore, the lack of transparency around their Al systems
makes it unclear which models they use and how they arrive at
their conclusions.

The MEDIA Bias DETECTOR addresses these limitations by mov-
ing beyond oversimplified metrics and publisher level analyses.
Rather than simplifying media bias to one or two dimensions,
the MEDIA B1as DETECTOR captures framing and selection biases
through a multidimensional analysis of publisher coverage over
time. This approach allows users to compare tone, political lean,
and content focus between publishers, and across topics, resulting
in a more comprehensive and dynamic approach to media bias. The
MEDIA Bias DETECTOR is intentionally designed to provide near
real-time updates, allowing users to explore how media coverage—
and the biases within it—shift dynamically as new information
emerges. Furthermore, we make our underlying methodology, in-
cluding our model usage, prompt phrasing, and human in the loop
verification framework, readily available to all users of our tool (see
Appendix A .4).

2.3 Incorporating Large Language Models
(LLMs) for Media Bias Detection

LLMs, such as GPT-4, utilize deep contextual embeddings to capture
subtle semantic relationships and nuances within text [1, 19, 83].
Studies have shown that LLMs perform well in generative tasks such
as summarization [56, 57, 85], as well as discriminative tasks like
sentiment analysis and topic classification [25, 78, 107]. More recent
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studies have shown that state-of-the-art LLMs exhibit increasingly
complex reasoning and problem-solving capabilities [20]. These
findings suggest that LLMs can be especially useful for the complex
task of media bias detection, where understanding context, tone,
and subtle language is crucial.

While traditional machine learning models used in annotation
tasks require task-specific training, instruction-tuned pre-trained
LLMs can generalize to different tasks in a zero-shot setting [98].
Prior work has shown that using LLMs to automate the initial
stages of data annotation enables researchers to quickly process
large volumes of content that would be unmanageable with manual
annotation alone [109]. This scalability is critical given the speed
with which major news outlets publish new articles, which must be
analyzed in near real-time to capture evolving narratives and help
readers interpret the news. By incorporating LLMs into the MEDIA
B1as DETECTOR’s news analysis pipeline, we can efficiently extract
detailed information like sentence-level codings and classifications
by topic, subtopic, article type, tone, and political lean, while signif-
icantly increasing the volume of articles we can annotate. However,
it is important to acknowledge potential limitations of LLMs in
zero-shot settings, such as political biases in their outputs and the
influence of this bias on the tool’s results. These challenges are
explored in greater depth in Section 9.

The integration of LLMs into traditionally human processes is
informed by a growing body of research that shows that human-AI
collaboration enhances the accuracy and reliability of automated
systems [41, 96]. Although LLMs can quickly process large datasets
and perform initial classifications, human oversight is crucial for
providing context that LLMs do not have for current events and
verifying the model’s outputs for consistent standards of accuracy
[10, 98]. In the MEDIA B1as DETECTOR, humans play an important
role at every step, from generating a targeted list of relevant news
topics for LLMs to classify, to continuously monitoring the model’s
classifications over time.

We intentionally chose to evaluate the responses generated by
LLMs through a process of human annotation that emphasizes vali-
dation over independent labeling. Rather than having annotators
blindly label the data, we engage them in a validation task where
they read GPT-generated responses to assess their coherence and
soundness. Although having humans independently label content
and then comparing it to GPT’s output could yield interesting in-
sights, it is important to recognize that human disagreements often
occur, even among reasonable individuals. Particularly in complex
tasks, such as reading an entire article and labeling its lean and tone,
as well as extracting facts, achieving high agreement is challenging
[65]. Our methodology accounts for this inherent subjectivity and
aims to ensure that topics presented on the MEDIA Bias DETEC-
TOR are coherent, reasonable, and free from overt inaccuracies. By
involving humans in the validation process, we impose a layer of
quality control that acknowledges the absence of a singular ground
truth.

3 Design Considerations

The overarching design goal of our tool is not to determine the
media bias of each publisher for the user, but to provide affordances
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that allow users to break down information and compare main-
stream media publications. These affordances enable users to see
the aggregated raw data broken down by topic and subtopic, and to
compare the overall lean and tone within each topic and subtopic
to understand the nature of each publisher’s views. This section
outlines our key design considerations, summarized in Table 1.

D1: Enable broad exploration of the same data.

Media bias is a multidimensional problem [32] and cannot accu-
rately be captured by just one metric. A central goal of our tool is
to support breadth of exploration, providing users with affordances
that enable them to examine the data from multiple perspectives and
draw their own conclusions. This design is informed by principles
of learning with multiple representations, which enhance cognitive
processes in learning by allowing users to approach complex data
from different angles [2, 3]. To operationalize these principles, we
use faceted categories to structure the interface, enabling users to
dynamically toggle between variables and uncover relationships
that might otherwise be difficult to identify [53, 103]. For example,
users can switch between metrics such as coverage volume, political
lean, and tone across publishers and topics. They can also adjust
the date range to compare publishers over any time frame and filter
by article type, allowing for a comprehensive comparison of how
various content categories reflect media bias over selected time
periods. Figures 1 and 2 showcase how the MEDIA B1As DETECTOR
incorporates faceted categories to help users process information
through multiple representations.

D2: Enable deep exploration of specific data.

In addition to being a multidimensional problem, media bias is
also a multilevel one. While overall news coverage on a particular
category may not differ much between two publishers, how they
choose to cover specific topics, subtopics, and events within that
category can reveal a hidden bias. A major affordance of our tool
is the ability to engage in deep exploration of the data after see-
ing an overview, allowing users to uncover more detailed biases
without being overwhelmed at the very first stage. This approach,
informed by the principle of progressive disclosure, affords a grad-
ual reveal of complexity as users build familiarity with the system
[23, 70, 90, 91]. From a media bias standpoint, we apply progressive
disclosure by allowing users to begin with broad categories and
gradually narrow their focus to more specific areas. As users engage
with a particular category, they can drill down into increasingly de-
tailed topics and subtopics, enabling a deeper exploration of media
coverage. This also extends beyond topic-level analysis, as our tool
affords sentence-level text annotation which helps users examine
how different news publishers write about the same events. Users
can begin by exploring a news event cluster, dive into the top facts
reported about that event, and then compare how the same facts
are presented across different publications. Figure 3 illustrates how
a user can progressively refine their analysis at the category, topic,
and subtopic levels.
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Table 1: Design considerations for the MEDI1A B1as DETECTOR, summarizing the goals, descriptions, and key strategies employed
to address media bias.

Design Consideration  Description Key Features and Strategies
D1: Broad exploration of Media bias is a multidimensional - Facilitates multiple representations of data to enhance cognitive
the same data problem that requires users to ex- understanding.

plore data from various perspectives. - Implements faceted categories to allow toggling between metrics
such as coverage volume, political lean, and tone.
D2: Deep exploration of Media bias is a multilevel problem, - Uses progressive disclosure to reduce cognitive load and gradually

specific data requiring detailed examination be- reveal complexity.
yond overviews to reveal nuanced - Allows drilling down into detailed topics, subtopics, and events
biases. within broader categories.
- Provides sentence-level text annotation for event-level compar-
isons.

D3: Enable easy compari- Media bias can be more clearly un- -Designed to expose key elements of news stories across the political
son across publishers and derstood by comparing similarities spectrum using side-by-side comparisons.

topics and differences between publishers - Integrates breadth (D1) and depth (D2) principles for cohesive
and topics. comparative analysis.
D3: Enable easy comparison across publishers News, The Guardian, The Huffington Post, The New York Times,
and topics. USA Today, The Wall Street Journal, and The Washington Post.

Although this focus ensures a balanced representation of diverse
viewpoints, it is important to note the inherent limitation of re-
stricting the news articles to only ten sources, which may exclude
other influential or regional publishers. We discuss this limitation
further in Section 9.

The user interface (UI) features two primary views: the Cov-
erage dashboard, which visualizes the volume, lean, and tone of
articles published on different topics; and the Events dashboard,
which tracks the top events covered by publishers in the preceding
three days and highlights their top facts. Events are defined as sig-
nificant incidents that generate a large number of articles within a
short time frame. We detect them algorithmically by clustering sim-
ilar articles published within a one-day window.> The underlying
mechanics of the MEDIA B1as DETECTOR rely on large-scale auto-
mated analysis, using OpenAI’s GPT-40 with human-in-the-loop
review to classify articles by topic, subtopic, article type, tone, and
political lean. To accommodate the scale of the data and the need
to efficiently run analyses every day, we use AWS S3 for storage
and utilize OpenAI’s asynchronous API to process requests in par-
allel and achieve maximum throughput within existing rate limits.
Additional methodological details are provided in Appendix A.4.
Here, we examine how users interact and engage with the design
of an LLM-driven media bias tool by focusing on the features and
affordances users find most valuable (RQ1), how the awareness of
LLMs being used affects their trust in the tool (RQ2), and which
user groups benefit most from using the tool’s more sophisticated

News readers often have limited time and tend to rely on a sin-
gle source or ideologically aligned sources to learn about current
events [49]. The affordance of comparative analysis within our tool
allows users to easily identify similarities and differences between
multiple publishers in one place, which may help them recognize
discrepancies between perceived and actual coverage [12, 16, 92]. To
reduce cognitive load, our tool provides side-by-side comparisons
of publishers and topics with the goal of better contextualizing the
broader news ecosystem without users needing to switch between
sources.

While D1 emphasizes breadth by encouraging users to explore
data across multiple dimensions and D2 enables deep, focused anal-
ysis, D3 integrates these principles into a cohesive framework for
comparison. Table 1 provides a summary of these design considera-
tions and key features addressed by each of them. We used these
considerations to design and implement the MEDIA Bias DETEC-
TOR, an interactive dashboard that exposes and aggregates key
elements of top news stories across the political spectrum in close
to real time. Throughout Section 4, we illustrate how the MEDIA
Br1as DETECTOR facilitates comparative analysis through its various
dashboards and visualization formats, helping users to critically
evaluate similarities and differences across publishers and topics.

4 MEeDbDIA Bias DETECTOR: An Interactive
Near-Real-Time News Tracking Tool

This section introduces the design of the MEDIA BiAs DETECTOR, set of features (RQ3).
a tool built to help users navigate the complexities of media bias
through three guiding principles outlined in Section 3: broad explo- 4.1 Coverage Dashboard

ration (D1), deep and multilevel exploration (D2), and comparative
analysis (D3).2 The dashboard currently focuses on ten prominent
online news publishers, selected for their mix of reach and agenda-
setting influence: Associated Press News, Breitbart News, CNN, Fox

The Coverage view forms the default landing page of our dashboard
and presents an overview of the topic-level and subtopic-level news
coverage since the beginning of our data collection (January 1st,
2024). Figure 1 shows this view which takes the form of a stacked

2From this point forward, we refer to these design considerations as D1, D2, and D3 3Initially, a three-day window was used, but this was later adjusted to one day to better
for clarity and consistency. capture emerging events in today’s fast-paced news environment.
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Figure 1: The default view of the Coverage dashboard which allows broad exploration of the date (D1). Every user lands at a
screen showing the category-wise coverage of the news publishers (A). Each publisher is represented with a stacked bar where
a segment represents the number of articles published by them in a given category, allowing them to directly compare the
proportion of attention they give to those topics (D3). Users are provided with a variety of controls to adjust the chart type
and color, and to filter on publishers, article type, and date range (D1). Users can also toggle normalization off to allow direct
comparisons of absolute numbers instead of the proportion of coverage. Coloring by Lean (B) shows the distribution of articles
that are more aligned with a given political viewpoint, and coloring by Tone (C) shows the variation in sentiment across the
same articles. Hovering on a segment displays a tooltip explaining what it represents and presenting the count and proportion
of articles that fall within it.
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Figure 2: The grid view of the Coverage dashboard presents an alternative visualization to the stacked bar in Figure 1 by giving
each bar segment its own cell in a grid. This allows similarly broad exploration (D1) by enabling more direct comparisons
between different categories and publishers (D3) without the need to hover or click on a news category to highlight it. Each cell
shows how many articles were published on a given topic by a particular publisher, with the highest-publishing publisher
highlighted by its article count. The news category color map for this view matches that of the stacked bar chart. Similar to
that view, the bars can be colored by Lean (B) or Tone (C), where the cell color represents the average political lean or tone of
the articles in that category. Hovering on a cell displays a tooltip explaining what it represents and presenting the count of
articles that fall within it.
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Figure 3: To enable deep exploration of specific data (D2), we allow users to click through a hierarchy of news topics and
subtopics to zoom into news of interest to them and be able to compare the volume, tone, and lean across publishers and
date ranges. In this sequence of images, we show the user interacting with the dashboard to focus on the ‘Presidential Horse
Race’ subtopic (D) after starting with the default all-category view (A) and then clicking on the ‘Politics’ category (B), the 2024
Election’ topic within that, and finally the horse race subtopic within it (D). At each level of interaction, the user is provided
the same controls to color by Category, Lean, or Tone, to filter by publishers and article type, and to select a date range to focus
on (D1). Hovering on a segment displays a tooltip explaining what it represents and presenting the count and proportion of
articles in it.
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bar chart coupled with a number of controls that enable users to
slice the data along different dimensions (D1) or filter it to focus
on a specific publisher/topic/time frame (D2). Each bar in this view
represents the number of articles published by a particular news
source on the selected topic(s) within a given time frame. The
array of controls at the top gives users the ability to change the
visualization parameters in various ways. The first two toggles (©
and @) allow users to vary the type of visualization (stacked bar
or grid view, see Figure 2) and toggle between different types of
article labels (category, tone, or lean), respectively (D1). Figure 1B
shows the lean and Figure 1C shows the tone labels for the same
set of articles.

Control @ allows users to select a particular category, topic, or
subtopic to focus on and can be used to zoom into specific news
articles (D2). This functionality is shown as an interactive sequence
in Figure 3 which begins with all news categories, then zooms into
‘Politics’ to 2024 Election’ to ‘Presidential Horse Race’. Similarly,
control @ allows users to pick the article type (news report, news
analysis, or opinion) and the final two drop-down menus let users
select a time frame and subset of publishers to focus on. The Nor-
malized toggle (control @) allows users to directly compare the
proportion of coverage on a given topic between different publish-
ers, as shown in Figure 1A. Disabling this option allows users to see
the absolute number of articles published on a given topic (Figure
1B and 1C).

In this stacked bar chart view, we use five colors to represent
five levels of political lean (‘Democrat’, ‘Neutral Leaning Democrat’,
‘Neutral’, ‘Neutral Leaning Republican’, and ‘Republican’) and tone
(‘Very Negative’, ‘Negative’, ‘Neutral’, ‘Positive’, ‘Very Positive’).
The length of each color segment is proportional to the number
of articles with that label, allowing for a comprehensive view of
the label distribution. Users can hover on any segment to see the
number of articles that fall within that label, as can be seen in
Figures 1B and 1C.

Figure 2 shows the grid view of the Coverage dashboard, accessi-
ble via control @. Instead of using stacked bars, this view separates
each segment into individual rows, with the bar size in each cell in-
dicating the number of articles a news source has published on that
topic. The view provides a broad overview of the news coverage
and allows users to easily see at a glance what publishers priori-
tize which topics over others (D3). The publisher with the highest
number of articles on a given topic is represented by the tallest bar
in the row, with the exact article count displayed at the top. This
enables users to compare and interpret the relative heights of other
bars accordingly. Similar to the stacked bar view, users can also
see the lean and tone versions of this grid as in Figure 2B and 2C.
Here, the colors indicate the average political lean or tone of each
publisher’s articles within a given news topic or subtopic. The grid
view’s summary statistics provide a complementary perspective to
the full distribution of labels shown in the stacked bar chart.

To enable deep exploration of the data, users can select from
controls ®, @, and ® (see Figures 1A or 2A) to filter the full set of
articles in our database to the topics/subtopics, publishers, and time
frame they are interested in (D2). The sequence in Figure 3 shows
what interacting with control ® looks like. Clicking on ‘Politics’
takes a user from the view in Figure 3A to the one shown in Figure
3B. Subsequently selecting the ‘2024 Election’ topic within that

CHI ’25, April 26-May 01, 2025, Yokohama, Japan

category, and then selecting the Presidential Horse Race subtopic
within that, takes the user through the views shown in subfigures
3C and 3D. At each level, users can choose to filter according to
their desired time frame and subset of publishers, and also choose
to color the data by category or tone instead of lean (D1).

4.2 Events Dashboard

The Events view of our dashboard is intended to capture the fast
pace of the news cycle, providing users with an overview of major
events and key information highlights. Figure 4 shows this view
where rows represent different events, sorted in descending order
of the number of articles written about them in the past day. If an
event is covered by a particular publisher, its corresponding square
will be colored turquoise; otherwise, it will be empty. At the top of
the page, we provide users with controls to select the date range
(control ®) and set of publishers to display (control @).

To provide a more in-depth view of these events (D2), users can
click on the arrow at the end of each row (control ®) to expand
the event and see a more detailed description about it, as shown
in Figure 4B. These descriptions include a longer title which more
accurately summarizes the event, as well as overall statistics on
the types of sentences found in articles about it (facts, quotes, or
opinions). This view also displays the top facts about the event that
have been mentioned by different publishers in their coverage of
it. As shown in Figure 4C, clicking on the arrow next to a top fact
(control @) displays various phrasings of it from different articles,
and clicking on any article listed takes the user directly to the
story on the publisher’s website. This functionality, grounded in
comparative analysis (D3), allows a user to compare and contrast
not only how much coverage (selection bias) has been given to an
event but also how this coverage has been presented (framing bias).

5 Evaluating the MEDIA Bias DETECTOR

To understand how the MEDIA Bias DETECTOR could benefit ex-
perts who study news and media, we conducted interviews with
participants from academia, industry, and newsrooms, all of whom
work closely with news content, but approach it from different
disciplines. In addition to need-finding, we also conducted a within-
subject evaluation study where we compared using our tool to
baseline media bias detection strategies. This evaluation helped us
understand how the MEDIA Bias DETECTOR complements existing
tools, and we used feedback gathered from this study to inform
improvements for the tool’s next iteration.

5.1 Participants

We recruited 13 participants (7 women, 6 men, aged 24-63). Po-
tential candidates were identified through personal networks, in-
cluding referrals from colleagues, friends, and word of mouth. To
ensure unbiased evaluations, participants were selected specifically
for their lack of prior exposure to the tool. This design decision
allowed us to collect immediate feedback on the tool’s ability to
engage and effectively communicate its purpose during a user’s first

4Two participants, P10 and P12, were unable to complete the second task evaluation
and post-task interview due to time constraints, and we were unable to reschedule
their interviews prior to the submission. Their evaluation results are dropped from
the quantitative analysis, but we still discuss insights from their interviews in our
findings.



CHI 25, April 26-May 01, 2025, Yokohama, Japan

eoe M+ < ©

<

(& Media Bias Detector QuickView 38 Coverage m Polling

(@D oe®  (2) romsens

8 91/24 All

Now Viewing

Events

e @ v @ up § 2w @3

Blog Metho

Covered

Did Not Cover

Hostage Deaths Spark Outrage A
25 articles
Harris's Policy Shift Interview N
18 articles
Tragic Deaths of Gaudreau Brothers
15 articles
X Platform Suspended in Brazil
15 articles
Trump's Abortion Stance
14 articles
Trump's Arlington Visit Controversy
14 articles
Polio Vaccination in Gaza o
10 articles
Pearsall Shot in Robbery o
9 articles

Global Events Coverage -

v

v

+

3

ese ¢ <

Events

w [l ® on @ wp T » w 813D

e A HHEBEEE HHS

New Viewing

Events Outrage and Gref Over Wostaga Deatns n Gazs

, B
no

v [l ® on @ wp § w10 [
EEEEEENE EEGo S
v, . s, oo ety s
T ostagon i Goldorg o were
edto
Dow @ - i ventun cessefve, Lroe o old OV
BT "
® = 8
" o
eisasedin 3 ool gromen: bt v foud s ‘me °® ettt
L oem PR
e, ocht Gotdrg e o o lowig et o ®e = SIS
w®

redinGe, secording ot st C@w

C

Wang et al.

Figure 4: Complementary to the Coverage view, the Events dashboard shown here presents an event-level view of the news that
focuses on the fast pace of the news cycle and caters to both broad (D1) and deep (D2) exploration of the news. It offers a quick
overview of happenings from the past three days but allows users to dig deeper into each event and its major facts and compare
selection and framing bias across publishers (D3). Each row is a news event and each cell represents whether it was covered or
not by the respective publisher. The events are sorted by importance (measured as their amount of coverage) and we provide
a summarized title for the event and a count of the number of articles about it across all publishers. Clicking on an event
using the button on the right displays a detailed view (B) which contains the full event description as well as a summary of its
sentence-level composition in terms of facts, quotes, and opinions. This view also lists the top facts about the event and shows
which publishers mentioned or omitted certain statements. Clicking on any one of these top facts shows different variations of
it (C) as they were written in the original news articles allowing users to compare their framing. Clicking on any one of these

variations takes the user to the original article on the publisher’s website.
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interaction. By focusing on first-time users, we were able to iden-
tity potential areas for improvement that might be less apparent to
users more familiar with the tool. All participants had undergone
rigorous training as either researchers or writers for at least three
years, enabling them to provide well-thought-out perspectives on
news media. Their areas of expertise spanned various domains,
including communications, political science, and journalism, with
differing levels of familiarity with media bias. Detailed information
about the participants is provided in Table 2.

5.2 Task Design

Each participant engaged in two consecutive tasks, where the first
task required the use of a baseline online search and the second
used the MEDIA Bias DETECTOR. These tasks were designed to sim-
ulate a realistic scenario in which participants evaluate media bias
across different news publishers, setting up a practical comparison
between traditional methods and our tool.

In the first task, participants were presented with a scenario
where they imagined discussing with friends the news sources they
followed for the 2024 election. Participants selected two publishers
to analyze from a predetermined list of ten publishers, correspond-
ing to the ten publishers on the dashboard, described in Section
4. To allow for a more personalized experience, participants were
given the flexibility to choose two publishers from the list that
aligned with their own interests or questions they wanted to ex-
plore. This approach prevented potential biases that might arise
from pre-selecting specific publishers, which might have influenced
the types of insights participants could generate. It also allowed
us to capture variations in themes, editorial choices, and general
nuances across publishers. Participants were asked to explore how
selection and framing biases manifested in these outlets and influ-
enced their news coverage. They were given 10 minutes to evaluate
the overall bias of the two newspapers using any available tools
or platforms known for assessing media bias and prepare a brief
oral summary comparing the two. For the second task, participants
engaged in the same scenario, evaluating the same two newspapers,
but this time using our tool. We provided participants with a URL
to access the MEDIA Bias DETECTOR and gave them 10 minutes to
assess the overall bias of the publishers (see Appendix A.1 for task
scenarios).

After each task, participants answered a set of structured Likert-
scale questions designed to gather quantitative feedback on their
experience, focusing on the affordances of the tools, how effectively
they supported users in recognizing bias, making comparisons
across publishers, and engaging with media content (outlined in
Section 5.3). The evaluation after Task 2 also included Likert-scale
questions aimed at capturing participants’ reflections on the MEDIA
B1as DETECTOR's usability and intuitiveness (see Appendix A.1 for
survey questions). This two-task design ensured consistency in the
evaluation process while providing participants an opportunity to
explore and assess the affordances of both an existing tool and our
proposed tool for detecting media bias.

5.3 Quantitative Measures

We used a mixed-methods approach to evaluate the MEDIA Bias
DETECTOR. In addition to collecting qualitative feedback on how
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participants used our tool, we also measured key dimensions of the
tool’s impact: bias identification and awareness (RQ1), comparative
analysis (RQ1), and user engagement (RQ3). To quantify these as-
pects, we asked participants to rate their agreement on a 7-point
Likert-scale (1 = Strongly Disagree, 7 = Strongly Agree), similar to
prior work [86, 105]. Furthermore, to address RQ1, we assessed sub-
jective workload using the NASA-TLX procedure with weighting
[44], a method commonly used in HCI research to measure a user’s
cognitive demand when performing a task.

(1) Bias Identification and Awareness

o Selection Bias: The news gives disproportionate atten-
tion to specific topics.

e Framing Bias: The way news stories are presented, in-
cluding the choice of language, influences how people
perceive events being reported.

e Bias Awareness: This method sharpened my awareness
of bias in news content.

o Critical Thinking: This method encouraged me to think
critically about the news articles I read.

o Effectiveness: This method was effective at helping me
identify media bias.

(2) Comparative Analysis

e Qualitative Comparison: This method offered useful
descriptive information for comparing bias across different
publishers.

e Quantitative Comparison: This method offered useful
quantitative measures for comparing bias across different
publishers.

(3) User Engagement and Application

e Proactive Sharing: I am interested in sharing and dis-
cussing the information I've learned about media bias with
my family and friends.

e Practical Application: I am interested in applying the
information I've learned about media bias in my daily
news consumption.

5.4 Procedure

The study sessions began after participants signed a consent form
and completed a survey that collected demographic data, profes-
sional experience, and self-perceived familiarity with media bias.
The study was conducted via one-on-one Zoom calls, with partic-
ipants granting permission to record the session. Each interview
lasted between 45 and 75 minutes. The session started with a brief
introduction, during which the interviewer informed the partici-
pant that their feedback would be used to improve a tool designed
to help news consumers navigate the vast amount of news content,
particularly during the 2024 election cycle.

During the pre-task interview, we explored participants’ general
media consumption habits, preferred news sources, and their en-
gagement with news and politics. We also asked for their views on
how news outlets may emphasize certain topics while overlooking
others (selection bias) and how the tone and language of articles can
influence readers’ perceptions (framing bias). Next, participants un-
dertook the sequential 10-minute media bias comparative analysis
tasks. Participants were encouraged to think aloud as they per-
formed both tasks [73, 84]. Before the MEDIA B1as DETECTOR task,



CHI ’25, April 26-May 01, 2025, Yokohama, Japan

Wang et al.

Table 2: Participant Characteristics in the User Study with Experts. Current Role and Area of Expertise are self-reported
descriptions. Exp. (Yrs.) refers to the participant’s experience working in their domain. Bias Familiarity refers to the participants’
self-perceived media bias familiarity.

ID Domain

Current Role

Area of Expertise

Exp. (Yrs.) Bias Familiarity

1 Communications

2 Communications

3 Communications

4 Journalism
5 Communications

6 Political Science
7 Communications
8 Journalism

9 Political Science
10 Journalism

11 Journalism

12 Journalism

—_
w

Journalism

Pre-doctoral Research Assistant and
PhD Student

Pre-doctoral Research Assistant
PhD Student

Writer
PhD Candidate

PhD Candidate
PhD Candidate
Director of News & Media
PhD Candidate

Retired; Former Director of Content
and Managing Editor

CEO of Journalism/Content Con- Journalism and Content Strategy

sulting Company

Guideline Architect; News & Al
Strategist

Media Reporter

Digital Political Communication 3-5 High
Environmental Communication 3-5 High
Tech Innovation for Cultural Protec- 3-5 High
tion
Political Journalism 5-10 High
Political Communication, Journal- 10+ High
ism, Al
Political Behavior, N. American Pol- 3-5 Medium
itics, Misinformation
Social Media, Health Communica- 3-5 Medium
tion
Editorial Leadership, Tech in Jour- 10+ High
nalism
Racial and Ethnic Politics, Black Pol- 5-10 Low
itics
Digital News, Social Media, Leader- 10+ High
ship

10+ High
AI & Content Strategy, Policy De- 10+ High
velopment
Media Studies 5-10 High

we showed a brief walkthrough video highlighting its main features.
At the end of each task, we provided participants with a survey
link to complete the evaluation questions, including Likert-scale
and NASA-TLX questions.

The session concluded with a semi-structured discussion about
their experiences using the tool. The discussion covered topics
such as the tool’s potential impact on the participant’s work or
research, its usefulness in the context of the 2024 election, and how
it compared to other tools they had previously used. Participants
were also asked to suggest additional features and provide feedback
on improvements that could enhance their experience with the tool
(see Appendix A.1 for guiding questions).

5.5 Analysis

We collected interview transcripts, observation notes, and a set of
quantitative responses for each task. We coded and analyzed the
qualitative data using Miro [64], which allowed us to collaboratively
code the data using digital sticky notes [22, 40, 50]. Four team
members manually reviewed the interview transcripts noting key
points. From these notes, we used an inductive coding approach to
generate initial descriptive codes and identify relationships between
themes discussed in participant quotes [17]. Subsequently, our team
reviewed the codes and preliminary themes with the assistance of
an Al summarization tool and had multiple group discussions to
note similarities and differences before agreeing on the main broad
themes we learned from our expert interviews [62].

After analyzing the data, we reviewed the quantitative mea-
sures collected, including the NASA-TLX scores and Likert-scale

responses. The boxplot in Figure 5 shows the overall results of the
NASA-TLX ratings for subjective workload, comparing the base-
line tool with the MEDIA B1as DETECTOR. While the MEDIA Bias
DETECTOR received slightly higher overall ratings, indicating that
participants found it somewhat more challenging to use, the dif-
ference is not substantial. The overlap between the distributions
suggests that the MEDIA Bias DETECTOR’s task workload is com-
parable to the baseline tool, and several participants rated both
tools similarly. These results are encouraging for the MEDIA Bias
DETECTOR, as the tool is inherently more complex and offers more
features than typical baseline tools, including those selected by par-
ticipants. Despite this added complexity, participants did not find it
overwhelmingly harder to use. This suggests that with continued
improvement, such as providing more tutorials or onboarding, we
can reduce the tool’s perceived difficulty and help users take full
advantage of its advanced features without significantly increasing
the cognitive load.

The results of the Likert-scale responses in Figure 6 show mini-
mal variation between the baseline tool and the MEDIA B1as DE-
TECTOR for most metrics, suggesting that short-term use of the tool
may not lead to significant shifts in users’ overall perceptions of
media bias. The subplot describing M7: Quantitative Comparison in
Figure 6 shows that only responses to "this method offered useful
quantitative measures for comparing bias across different publish-
ers" had a notable increase in the MEDIA Bias DETECTOR group.
Given that media bias perceptions are often deeply ingrained and
difficult to shift in a short time frame, these findings align with our
expectations. Our small sample size also may have contributed to
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TLX)’s measures of subjective workload for the Baseline and
Media Bias Detector task evaluations in the user study with
experts.
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Figure 6: Average responses to Likert-scale measures on bias
identification and awareness (M1-5), comparative analysis
(M6, M7), and user engagement (M8, M9) in the user study
with experts.

the lack of significant differences across most metrics. However,
the results generally reinforce the idea that the true value of the
MEDIA B1as DETECTOR may emerge over long-term use, as users
engage more deeply with its features and gain more exposure to
its capabilities. We explore this further in our follow-up survey
(see Section 7) that focuses on other dimensions, including users’
long-term beliefs about the tool’s potential impact, rather than just
the measures evaluated in this initial study.

6 Findings

The qualitative data from our interviews provided rich insights,
addressing each of our main research questions while also uncov-
ering additional findings. Common themes such as usability and
educational potential offered a deeper understanding of the tool’s
strengths, contributing to RQ1. Other themes, such as trust in Al-
driven tools and identifying the most suitable audience for the
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MEDIA B1as DETECTOR, aligned closely with RQ2 and RQ3, respec-
tively. In this section, we explore the major themes that emerged
from our expert interviews.

6.1 ROQ1: Functionality and Impact of the MEDIA
Bias DETECTOR

Interactive Presentation of Complex Information. Overall, partici-
pants were impressed that the MEDIA B1Aas DETECTOR transformed
a complex dataset into an easy-to-navigate interface. In particular,
the tool’s emphasis on progressive disclosure allowed participants
to engage with the content at varying levels of depth (D2). P4 ex-
pressed that they "appreciate the effort to make the subtopics super
granular” after diving deeper from the Politics category, to the 2024
Election topic, to the Presidential Horse Race subtopic on the Cover-
age dashboard. Others expressed that the visualizations effectively
communicated information when needed, making it easier to focus
on coverage they were interested in. P3 especially liked how “the
tool can be as interactive as you need it to be".

Regarding D1, multiple participants mentioned the value of be-
ing able to examine the data from both the lean and tone perspec-
tives. While traditional media bias tools focus on average political
lean scores, P3 highlighted the unique distinction between lean and
tone, emphasizing the importance of going beyond political lean.
P8 expanded on this, pointing out that tone is a less talked about
form of media bias: "[The bias is] not about negativity, but rather
the lack of solutions journalism. For decades, people have wanted
more context". Furthermore, P4 stated outright that the MEDIA B1as
DETECTOR’s ability to group data by both tone and lean offers a
more comprehensive way of assessing media bias: "It’s always hard
to know on what basis [people building those tool] are making those
decisions... This is a huge improvement because it allows you to select
different forms of evaluation", contrasting it with tools like Allsides,
which typically use charts to map news outlets’ political lean from
left to right.

Participants also highlighted opportunities for improvement. P4,
for instance, valued the range of features but remarked, "there was a
lot of information in front of me, and that was overwhelming". Others
saw potential in enhancing the user experience by introducing a
search bar feature which allows users to more precisely search for
specific topics by keyword (P1, P6). P6 suggested that this feature
could reduce some users’ cognitive burden by eliminating the need
to actively scan through topic and subtopic options.

Interactions Shaping Media Bias Perceptions. Being able to cus-
tomize the data not only personalized the experience with the
tool but also influenced how participants perceived bias in news
coverage. For example, P3 described how the process of focusing
on particular topics and within specific date ranges helped them
challenge their preconceived notions of some publishers’ biases:
"I come in [with] really strong opinions on what the biases are for
each of these outlets... because I got to choose the topics and choose the
time frame and choose looking across the lean and tone for different
topics, ... It helped me to ground my thinking in real world evidence".
Similarly, P9 praised D3, noting that even without explicit bias rat-
ings, the Events dashboard allowed them to easily compare different
news sources and independently analyze how they framed the same
events: "It’s nice to see how they’re covering them differently in one
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place... It’s still helping me assess bias because it’s putting everything
in a place where I can look at it and seek out broader coverage, look,
and assess it for myself."

While some participants mentioned ways the MEDIA B1as DETEC-
TOR could help challenge and expand their current understanding
of media bias, not all participants described a significant shift in
their perceptions. Instead, many participants shifted the discussion
towards how the tool might help others learn about media bias,
particularly those less experienced than themselves.

6.2 RQ1 and RQ3: Potential Value in Education
and Research

RQ1: Applications in Education. Several participants, particularly
those studying journalism and communications, highlighted the
tool’s potential as a resource in media literacy classrooms (P1, P2,
P3, P7). P3 expressed that the MEDIA Bias DETECTOR would be
very useful for media literacy classes, whether at the college level
or in more public-facing settings. Furthermore, P1 and P2, both
communications students, expressed interest in sharing the tool
with journalism professors at their respective institutions. Beyond
the classroom, participants also highlighted the MEDIA B1as DE-
TECTOR’s ability to educate users to recognize blind spots in news
coverage. P2 emphasized that the tool provided a straightforward
way to demonstrate that one news organization covers an issue
more or less than another. On the Events dashboard, P9 highlighted
an example of what an everyday user could learn from the MEDIA
B1as DETECTOR; during the Gaza ceasefire negotiations, only seven
major articles were published, while most coverage focused on
the Democratic National Convention. P9 found this quantitative
measure useful in showing how a significant event was being over-
shadowed, stating that "Americans are kind of distracted by the DNC
and aren’t able to pay attention to something that’s really important,
and that is reflected quantitatively here">

In addition to recognizing the tool’s potential for media literacy
education, some participants noted that its full benefit depends on
users having a baseline understanding of media bias. P7 suggested
the tool would be most impactful when paired with education on
bias, while P13 emphasized that users would have a better un-
derstanding of the MEDIA Bias DETECTOR if the experience could
start with their own personal beliefs. More specifically, P13 recom-
mended integrating a feature that allows users to reflect on how
they currently view a topic, and then explore the news organiza-
tions that are covering it in a way that fits their own understanding.
These participants emphasized a key point: "education about what
media bias is and how it can affect them actually is the most impor-
tant step for people to actually use these tools, because if they don’t
know what that does to them, they wouldn’t really care" (P7). For
everyday users, simply providing access to the MEDIA Bias DEe-
TECTOR may not be enough; they need foundational knowledge to
fully engage with its features, which we reaffirmed in our follow-up
survey (Section 7).

RQ3: Applications in Research. The MEDIA Bias DETECTOR was
also recognized as a valuable tool for research, particularly for

P9 was referring to the Events page on Wednesday, August 21, where 33 articles on
the top news event were related to the 2024 DNC, while only 7 articles were related to
the Gaza Ceasefire Negotiations.
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supporting mixed-methods communications research. P1 and P2
highlighted its strength in providing quantitative comparisons that
can help set the stage for more in-depth qualitative analysis (D3).
P2 noted that the MEDIA B1as DETECTOR offered a straightforward
solution for obtaining quantitative evidence, saving time compared
to relying on specialized organizations like Media Matters or search-
ing through existing studies for relevant data. "[Need] to justify a
news analysis?" P2 declared, "here’s results from a tool that justify
it". In political science research, P6 and P9 proposed that the ME-
DIA Bias DETECTOR could be used as an experimental stimulus in
studies on political behavior. P9 envisioned using the tool as an
intervention in behavioral experiments that study how media expo-
sure influences political attitudes, such as assessing "how [the tool’s
information] shapes your view of the American government’s serious-
ness about ending the war in Gaza". Finally, to conduct high-quality
research, P2 and P5 also pushed for a CSV download feature.

6.3 RQ2: Challenges Surrounding Trust and
Transparency in LLM-Driven Bias Detection

Participants recognized the MEDIA Bias DETECTOR’s potential for
shaping education and research but also expressed reservations
about fully trusting the LLM-based classifications. For some, ensur-
ing that humans were reviewing the data was the most important
factor in building trust. P7, for example, immediately asked if hu-
man annotators were cross-checking the LLM’s classifications and
emphasized that it was important for them to know that real people
were involved in the process.

Their skepticism was rooted in doubts about the LLM’s ability
to capture the nuances of media bias, particularly in sensitive top-
ics, such as child tax credits or international conflicts (P1, P9). P5
pointed out that while they felt comfortable believing that LLMs
can easily automate formulaic news stories like financial reports,
they needed more evidence to believe that the models can properly
classify subjective news content. Similarly, P9 wanted explanations
for or article examples of the LLM’s labels for "Strong Democrat" or
"Strong Republican” on topics with varying levels of polarization,
noting that political distinctions may be harder to define for more
nuanced issues.

Several participants suggested that adding features to increase
transparency could help build trust (P1, P2, P9). P1 expressed, "For
me, someone who is a bit more skeptical of Al research in general, being
able to see the articles [labeled under a topic] would make me feel
better". P2 also suggested that having access to article texts would
help them evaluate how the LLM processes articles with mixed
tones, particularly in climate change coverage, where optimistic,
positive outlooks may exist within negative stories [74]. This feature
would allow them to determine if the LLM captures subtle shifts in
tone or oversimplifies it as neutral.

Nevertheless, many participants noted that spending more time
reviewing the Methodology section might help alleviate their con-
cerns (P2, P6, P7, P9, P11, P13). Others saw LLM-driven bias de-
tection not as a concern but as a practical solution for scalability.
P11 shared the desire to understand the MEDIA B1as DETECTOR’s
inner workings but recognized the importance of Al in handling
large-scale, dynamic data. During the task, they repeatedly "cali-
brated" themselves, using their prior knowledge to compare the
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tool’s lean and tone ratings across the political spectrum to feel
more confident in the MEDIA B1as DETECTOR’s trustworthiness.
Overall, increased visibility into the MEDIA Bias DETECTOR’s
decision-making process could mitigate the skepticism expressed
by participants. Comments from multiple participants suggested
that their trust in the tool was closely linked to their own ability
to see, interpret, and agree with the Al model’s decisions. Thus,
providing more transparency about the article texts, human-in-the-
loop’s weekly analysis, and the LLM’s classification process could
help users feel more comfortable using the MEDIA B1AS DETECTOR.

6.4 RQ3: Who is the User? Clarifying the MEDIA
Bias DETEcCTOR’s Audience

A recurring theme among some participants (P8, P10, P11, P13)
was an encouraging attitude toward the MEDpIA B1as DETECTOR’s
development. However, many did not see themselves as the primary
users. P10 mentioned that they had already developed methods
for evaluating bias independently because their role at a news
aggregator had required assessing media bias and deciding what
content to publish. Meanwhile, P8 provided a reflective observation,
remarking, "Can you teach media bias [sic] about media bias? Because
a lot of media people don’t necessarily think that they are biased in
certain ways." This highlights the challenge of introducing media
bias tools to professionals who, confident in their expertise, may
be less inclined to fully engage with a tool designed to reveal what
they feel they already know.

For other experts, there was no clear consensus on the tool’s
target audience. Some, like P3, found the tool useful for encouraging
self-reflection, noting that it helped them "think through my own
thoughts—what I thought were the biases versus what actually are
the biases". Others, like P5, believed the tool was well-suited for
researchers with a nuanced understanding of media studies but felt
it might be too detailed for regular news consumers. In contrast, P1
suggested that the tool could resonate with everyday people who
are seeking balanced news, especially during the 2024 election.

7 Follow-Up Survey: Evaluating the Broader
Population

Through our 13 semi-structured interviews, we gained valuable
feedback on the MEDIA B1as DETECTOR’s usability, its educational
and analytical value, and trust concerns associated with LLM-driven
media bias detection. It also became clear that while some partic-
ipants saw value in the tool for their own use, many perceived it
as being more relevant for other users rather than themselves. In
particular, the feedback suggested that understanding the tool’s
impact on everyday news consumers would be crucial for further
refining its design and assessing its broader applicability. To address
this, we conducted a follow-up survey targeting everyday news
consumers.
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7.1 Procedure

We recruited 150 participants (51% male, 46% female, 3% other®)
through the crowdsourcing platform, Prolific, with the sample strat-
ified by political party to balance Democrats, Republicans, and
Independents (see Appendix A.2, Figure A2). Participants first com-
pleted a demographic survey, followed by questions about their
media consumption habits, familiarity with media bias, and prior
use of bias detection tools. The main survey was divided into three
stages: pre-tool exposure, training and exploration, and post-tool
exposure.

In the pre-tool exposure stage, participants answered general
questions about their perceptions of selection and framing bias in
the media, as well as a set of more targeted questions related to
specific issues covered in the upcoming training task. Participants
were asked to give their best guesses to the following questions. The
questions were selected to illuminate selection biases in coverage
by various news outlets on important and timely topics during the
2024 election campaign. We chose questions that might challenge
people’s existing misconceptions about media bias, so that observ-
ing the actual coverage on the dashboard would better capture their
interest.

(1) Which news categories tend to get mostly negative coverage?

(2) Which media outlets covered the topic of Biden’s age more
frequently?

(3) What is the political lean of The Wall Street Journal’s eco-
nomic coverage?

(4) What is the most prominent event covered by the media this
past week?

During the training and exploration stage, participants first
watched a brief walk-through video of the MEDIA Bias DETEC-
TOR. Afterward, they followed guidelines to explore the tool and
answer the same questions asked in the pre-tool exposure stage.
This part of the task design aimed to teach participants how to use
different features of the tool. Following this guided experience, par-
ticipants were given five minutes to use the MEDIA B1As DETECTOR
to explore media bias related to a topic of their choice and report
their most interesting findings. This exploration was intended to
encourage deep engagement with the tool, giving participants the
freedom to find patterns in the data and consider how they might
use it on their own.

Finally, in the post-tool exposure stage, participants revisited the
specific questions asked in the pre-tool exposure stage to measure
whether the training task had any short-term impact on their re-
sponses. However, recognizing that a brief five-minute interaction
is unlikely to change deeply held views about bias in the news,
as discussed in Section 5.5, we also asked them directly whether
they believe that using the MEDIA Bias DETECTOR over time could
change their view on media bias. Additionally, participants pro-
vided feedback on the tool’s complexity, customization options, and
their trust in Al-driven classifications (see Appendix A.2 for survey
questions).

®The "other" category comprises two participants who preferred not to disclose their
gender and two participants who self-identified as non-binary. This categorization
does not significantly impact the broader analysis, as gender is not a primary parameter
in our study.
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How useful do you find the ability to customize
the dashboard by selecting specific news publishers,
date ranges, topics, and labels?
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Figure 7: In response to questions about the MEDI1A B1as DE-
TECTOR’s customization features, the vast majority of partic-
ipants stated that they found these options to be ‘extremely’
or ‘very’ useful. However, when asked whether this level
of customization would be appropriate for an average user,
most recommended that it could be simplified, suggesting a
steep learning curve for the tool’s current design.

7.2 Analysis

User experience. One of the primary features of the MEDIA B1as
DETECTOR is the ability to view the data from many different per-
spectives (D1). To understand whether ordinary users like this
feature, we asked them if they found this ability to customize the
visualizations useful, and whether they thought that this level of
customization was appropriate for other ordinary users. Figure 7
shows their responses. A little over half the participants (81/150)
said that they found the provided customization ‘extremely useful’,
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while an additional one-third (47/150) said that they found it ‘very
useful’. Interestingly, when asked whether they thought this level
of customization and detail would be appropriate for the average
user, around 40% of respondents (59/150) said it was just right, but
a slightly larger 47% of respondents (71/150) said that it could be
simplified.

We also asked for respondents’ feedback on any features they
found unclear or challenging to use, as well as suggestions for
improvements. This input further mirrored the variation between
‘just right’ and ’simplified’ seen in Figure 7b. Some found it easy,
with one saying, "the truth is I think it is very easy to use and learn,"
while others felt overwhelmed, noting, "there is so much to take in
Jjust in this one setting" and "Still absorbing what is here". Participants
also provided a wide range of ideas, suggesting improvements to
the UI ("When I hover over different clickable options, it’d be nice to
be reminded what each option means"), data visualizations ("average
person will probably want something more visual... Perhaps a wheel
or pie chart structure”), and usability ("I only want to do 2 or 3 clicks
to get my information").

Impact of using the MepiA Bias DETECTOR. We also investigated
whether and to what extent the MEDIA B1as DETECTOR can change
a user’s perceptions of media bias. To do this, we asked participants
about their views on news coverage for certain topics in the pre-tool
exposure stage, had them answer the same questions during the
training stage, and then asked again in the post-tool exposure stage.
Figure 8 shows the impact using the MEDIA B1as DETECTOR had on
their responses. In Figure 8a, we asked users what they imagined
the political leaning of the Wall Street Journal’s coverage of the
economy looked like in 2024. We received a fairly even response
across the board: while a quarter of the respondents (38/150) were
not familiar with the publisher, the rest were almost evenly split
between pro-Democrat, pro-Republican, and neutral coverage. The
training phase revealed that the MEDIA B1as DETECTOR classified a
majority of the Wall Street Journal’s economic coverage as neutral,
and most respondents arrived at the same conclusion after using
the tool. Furthermore, this had a significant impact on their post-
training responses, with over two thirds of respondents (101/150)
correctly stating that the publisher’s coverage was indeed neutral.
Some participants noted their surprise at learning this in a free-
response question later in the survey: "I find it interesting that the
Wall Street Journal really does seem to have the most balanced takes
on business matters".

In some cases, however, the data found on the dashboard was
less surprising and mostly confirmed people’s pre-existing notions.
Another question we asked survey participants was who they think
covered the topic of President Joe Biden’s age more: the New York
Times or Fox News (D3). Figure 8b shows the result: 71% of re-
spondents (107/150) answered Fox News, the correct answer, even
before using the tool. During the training stage, participants were
asked to provide the exact number of articles on Biden’s age pub-
lished by each of the two publishers, and 90% of the participants
(135/150) provided the correct answer using the tool. When asked
the same question in the final stage of the survey, some partici-
pants adjusted their responses accordingly, resulting in 85% of them
(127/150) providing the correct answer in the end.



MEDIA BiAs DETECTOR

Do you think the Wall Street Journal's coverage
of the US economy in 2024 has been:
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between both perspectives
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(a) WSJ and the economy.

Which news publisher do you think covered the topic
of "Biden’s age" more frequently in 20247?
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(b) Biden’s age: Fox vs. NYT

Which of the following news categories do you believe
are typically presented in a negative light?
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(c) Negativity in the news.

Figure 8: Participants showed a significant shift in their re-
sponses after using the tool, either correcting their priors
where the dashboard’s results showed otherwise, or strength-
ening them when the results matched their predictions.

Finally, using the MEDIA B1as DETECTOR can help people tune
their priors to be more in line with observed data. We asked par-
ticipants which topics they thought were generally presented in a
negative light in the news, where they could choose multiple topics
at once. As shown in Figure 8c, most participants correctly chose
topics such as Politics (141/150) and Disaster (80/150)7, but many

"Note that participants could select multiple topics.
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also selected Health (51/150), Economy (104/150), and Culture and
Lifestyle (30/150), which are generally more neutral or positive.
After using the tool, they encountered labels indicating that only
Politics and Disaster had an overall negative tone across publishers,
while Economy was covered negatively by some of them. Post-
training, participants updated their answers accordingly, resulting
in an increased number of votes for Disaster (105/150) and de-
creased number for Economy (61/150), Health (22/150) and Culture
and Lifestyle (16/150).

Al Skepticism. In the user study with experts, many participants
voiced skepticism about the underlying methodology and expressed
a desire for more details, along with examples of how the labels were
chosen (see Section 6.3). To understand whether the general public
exhibited a similar mistrust of Al, we asked them whether they
trusted the MEDIA Bias DETECTOR’s labels before knowing it was
powered by Al after knowing it was powered by AL and after being
told that the labels had been validated by human annotators. Figure
9 shows how participants’ responses varied. We found that most
users exhibited a high degree of trust in the tool, with nearly half
(76/150) stating that they trusted the labels ‘mostly’, and another
third (52/150) stating that they trusted them ‘somewhat’. Being
told that these labels were generated by LLMs did not move the
respondents’ trust on average. Figure 9b shows the average of the
responses to this question on a -2 to +2 discrete scale, while the
error bars depict the associated 95% confidence interval. We did
not observe any significant variation in these trends by age group,
suggesting that old and young people are equally (un)skeptical
about AL However, trust in the tool rose after respondents were
told that humans are involved in monitoring data samples to ensure
the LLMs are performing consistently. Participants also indicated
that seeing examples of specific articles rated by the models would
increase their trust in the labels even further.

We also asked participants what additional information or fea-
tures would increase their trust in the tool and received useful feed-
back. Some respondents wanted more details on the underlying
methods (“An overview of how the Al system makes determinations
would help me understand what’s happening, which is likely to in-
crease my trust in it.") while others wanted to dig into the data and
be able to “drill down to the level of headlines or blurbs" and “take
the time to look at specific examples and compare my judgements
with the LLM". One of the most frequent pieces of feedback we
received was a request for insight into the political leanings of the
team that built the tool, with one participant asking for the tool
to be “a collaboration of all diversities and political preferences" and
another saying their trust would increase if “independent organiza-
tions regularly audit the tool for accuracy and allow users to compare
bias findings with other tools for added validation".

Target audience. In the user study (see Section 6.4), we asked experts
who they believed would benefit from the MEDIA B1as DETECTOR.
Most suggested that, given their own extensive experience with
media bias, the target audience might be everyday news consumers
who lack similar training and expertise. Here, we repeated this
question to ordinary people and asked who they thought would
be the right audience for this tool (Figure 10). The responses were
evenly distributed across all options, with participants viewing
researchers, educators, journalists, and the general public as equally



CHI 25, April 26-May 01, 2025, Yokohama, Japan

How much do you trust the media bias labels
provided in this tool?
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(b) Change in level of trust with more knowledge of the tool’s
inner workings.

Figure 9: In contrast to our expert participants, the majority
of our general public respondents expressed a significant
amount of trust in the MEDIA B1as DETECTOR’s labels. More
interestingly, however, this trust did not waver after learning
that the tool was powered by Al, and telling people about
the involvement of humans in its labeling process increased
this trust, as did the possibility of seeing labeled examples of
articles so they could gauge it’s quality for themselves. Point
estimates show the average of the responses on a -2 to +2
discrete scale, while the error bars depict the associated 95%
confidence interval.

appropriate audiences for the tool. This highlights the broad appeal
of the MEDIA B1as DETECTOR and shows that people in general
consider this to be a useful tool for a wide range of people.

One of the major design goals of the MEDIA B1as DETECTOR is to
show, not tell people about media bias. This is because we believe
helping people recognize and understand the various ways media
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Could you benefit from using this tool?
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(a) Personal benefit.
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could benefit from using this tool?
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(b) Recommended audience.

Figure 10: A vast majority of participants said that they would
benefit from using this tool and considered both experts and
the general public to be suitable audiences for it.

can present a biased picture of the world is more valuable than
simply assigning bias ratings to different publishers. Because of
the nature of the problem this tool is addressing, we anticipated
that the short-term impact of engagement with the tool would
be limited. To evaluate this, we surveyed respondents about their
views on selection and framing bias before and after using the tool.
The results indicated that there was no significant change in users’
perception of bias as a result of this brief engagement (see Appendix
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A2, Figure Al). However, the true impact of using the MEDp1A B1as
DEeTECTOR will be apparent over time, as people continue to use
it in tandem with their usual media consumption. When asked
whether they thought this tool had the potential to change their
views on media bias over time, the majority said that this would
‘definitely’ (50/150) or ‘possibly’ (59/150) be the case (Figure 11a).
Furthermore, a fair number of participants (39/150) also believed
that educational materials that explained different kinds of media
bias and more information about using the tool would be helpful
(Figure 11b), with one of them noting that "understanding media
bias thoroughly and knowing how to navigate the tool would enhance
its usability and reliability".

8 Discussion

In this paper, we have introduced the MEDIA B1as DETECTOR and
described two mixed-methods studies in which we investigated
users’ perceptions of the tool as well as its impact on their ability
to explore and quantify media bias in news coverage. Here, we
summarize the key findings for each of the research questions
articulated above and characterize the MEDIA Bias DETECTOR’s
contribution to the existing state of media bias tools.

RQ1: Conveying Media Bias Through Political
Lean and Tone

The MEDIA Bias DETECTOR aims to empower people to understand
media bias themselves instead of simply telling them which publish-
ers are biased and which aren’t—a value judgment that is subjective
in and of itself. To achieve this, we designed the MED1A B1As DETEC-
TOR to be easily accessible to researchers, journalists, and everyday
news consumers because media bias is a universal problem that
affects people from all spheres. In our evaluation with media ex-
perts, we found that participants valued the affordances provided
by the tool to examine and evaluate data beyond political lean,
an important design consideration highlighted in D1 (see Section
3). Participants also engaged in-depth with the topics they evalu-
ated across lean and tone, as well as the events they viewed across
publishers. Users dug deeper into the data to better understand
common patterns across and within publishers, as described in D2
(see Section 3).

Other tools such as AllSides and Media Bias/Fact Check consider
lean at the publisher level, assigning a single label to a publisher
across the political spectrum. Although this approach simplifies the
problem greatly, it fails to capture the heterogeneous patterns of
bias that can vary within a single publisher across different topics,
events, or article types. For instance, an article’s political lean or
tone may shift depending on whether it is a news report, news anal-
ysis, or opinion piece, reflecting the organization’s priorities and
context. It may also vary due to the evolving nature of publishers’
perspectives on emerging issues, such as elections or the COVID-19
pandemic. In contrast, the MEDIA Bias DETECTOR assigns labels
at the article level, allowing for a more nuanced understanding of
these within-publisher variations. Then, the tool aggregates this
data at topic, subtopic, and publisher levels to provide high-level
assessments while accounting for heterogeneous effects between
articles.
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Figure 11: A majority of participants said the MEDIA Bias
DETECTOR had the potential to change their views on media
bias over time. They also stated that they would find edu-
cational materials explaining different kinds of media bias
helpful for getting the most out of this tool.

We also note that while some tools attempt to evaluate publisher
level reliability, we have avoided making article level reliability
judgments. Assessing reliability at the article level is particularly
challenging because automating these metrics requires contextual
understanding beyond the text, which remains difficult for both
LLMs and humans alike. The dynamic nature of news reporting,
including the ability to correct errors post-publication, further com-
plicates reliability assessment at the article level and presents an
intriguing avenue for future research.
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From a user experience perspective, we chose to distill complex
information into two salient outcome measures that vary signifi-
cantly by article within publisher: lean and tone, where we empha-
size that tone is unrepresented in existing bias tools but is increas-
ingly considered important to audience perception [87]. The MEDIA
B1as DETECTOR focuses on these two dimensions to provide an ac-
cessible, user-friendly starting point before expanding to additional
variables. Several participants noted that the tool’s interactivity
gave users more autonomy to form their own judgments. Partici-
pants appreciated the dual focus on lean and tone, as well as the
affordances and customization options offered by the tool. However,
some participants suggested that simplifying the tool could improve
usability, which implied that widening the scope of the MEDIA B1as
DETECTOR to additional dimensions could introduce too much com-
plexity in learning how to use it. These findings demonstrate that
while deconstructing the multidimensional aspects of media bias
is both feasible and impactful, user-centered design is crucial. The
MEDIA Bias DETECTOR contributes a design-centered approach to
media bias tools, focusing on interactive evaluation across multiple
perspectives, within categories, and while comparing sources to
each other.

RQ2: AI Skepticism and Human-in-the-Loop
Design

Our findings reveal a divergence in trust toward Al-driven media
bias tools, with experts largely expressing skepticism and everyday
users showing greater initial confidence in LLM-generated outputs.
This skepticism among experts highlights the need for transparency,
particularly around the LLM’s methodology and human-in-the-loop
processes. Participants suggested adding transparency features,
such as LLM explanations of article labels and examples of labeled
articles, to help foster trust in the Al model’s decision-making
process.

Our approach includes humans in the loop to validate the model’s
outputs and ensure they align with human judgment. This hybrid
system balances automation with accountability, maintaining con-
sistency without placing sole reliance on automated processes. En-
couragingly, both experts and everyday news consumers generally
showed increased trust in the tool after learning about the human-
in-the-loop process. This finding is consistent with prior research
showing that trust in AI grows when people know it has higher
accuracy [108]. In our case, the humans-in-the-loop act as accu-
racy validators by ensuring the model’s outputs are reasonable and
reliable.

As LLMs become increasingly popular, their role in shaping the
information ecosystem grows more significant. Media bias tools
like AllSides and Ground News are also incorporating Al into their
features. While these websites are integrating Al to scale media
bias assessments traditionally done by humans, their lack of trans-
parency on both human and AT bias assessments leaves room for
skepticism. Unlike these commercial tools, the MEDIA B1as DETEC-
TOR is free and open source, with transparent prompts, methodol-
ogy, and weekly human validation. We implement these safeguards
to minimize the risks associated with unchecked automation and
ensure the LLM is performing consistently.
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Beyond immediate trust, our findings highlight broader issues
associated with human-AlI tool development. While experts who
work closely with language models and understand their faulty
nature remain skeptical, regular users are quickly adjusting to the
new normal with LLMs. Prior research has shown that trust in AI
grows with familiarity [104]. Assuming the research community
continues to validate these models and ensure they remain cali-
brated, the trust growing among users is encouraging. However, it
also underscores the critical need to design tools that keep humans
in the loop, prioritize transparency, and incorporate safeguards to
address initial skepticism—preventing potential failures before it’s
too late.

RQ3: Contributing a Practical Tool to the Media
and Communications Research Community

Our evaluations across different user groups showed that the MEDIA
B1as DETECTOR effectively serves a diverse audience. While media
experts predominantly suggested that the tool was more relevant
to everyday news consumers, those news consumers felt that not
only they, but also experts—journalists, educators, and researchers—
could benefit from using this tool in the long run. Participants
across user groups highlighted the MEDIA B1as DETECTOR’s value
in revealing unexpected patterns, such as selectivity in covering
major events and overall political lean of topics like the economy.
The guided exploration tasks in the follow-up survey found that
the tool not only confirmed prior beliefs but also introduced new
insights, showing that users critically engaged with the tool.

We also discovered that news consumers saw the MEDIA Bias
DETECTOR as a tool that could shift their views on media bias over
time, with many expressing interest in additional educational re-
sources. This suggests that the tool not only revealed biases they
hadn’t noticed before but also sparked curiosity to learn more.
In our follow-up study, a significant number of participants indi-
cated they would benefit from extra guidance on using the tool
effectively. This suggests that incorporating more resources on
communication techniques like prebunking [9], accuracy nudges
and fact-checking [80], and debunking [24] could supplement the
MEDIA Bias DETECTOR and further support the learning process.
Although accuracy nudges and fact-checking are more pertinent to
social media content and may not be directly applicable to main-
stream media outlets—which typically do not contain outright fac-
tual inaccuracies—parallel strategies could be developed to prompt
news consumers to recognize subtle biases, such as those involving
framing and selection. The MEDIA B1as DETECTOR is purposefully
designed to be modular, prioritizing popular news publishers with
the greatest reach [7]. By focusing on high-impact publishers, we
can sustainably validate LLMs’ outputs and implement necessary
safeguards before expanding the tool further.

The true impact of the MEDIA Bias DETECTOR will become ap-
parent as people regularly view the data it presents and incorporate
it into their daily lives. But beyond individual learning, the MEDIA
Bias DETECTOR contributes to democratic engagement by making
media bias more transparent and providing people with resources
to contextualize narratives and question editorial choices. Our hope
is that equipping users with the tools and knowledge to recog-
nize instances of bias will help the public benefit in the long run.
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These studies have helped us more clearly recognize that the Mep1A
B1as DETECTOR’s primary impact lies in improving users’ under-
standing of media bias over time rather than simply showing them
who is biased and who is not. In the wake of the 2024 election,
where misinformation, one-sided narratives, and concerns about
election integrity dominated public discourse, our findings show
that interactive bias detection tools may play an important role in
contextualizing what happens in the world during the digital age.

9 Limitations and Future Work

Our study helped identify areas for improvement and potential
features to incorporate into future work. Below, we detail these
limitations, structured across design, data, and methodological con-
siderations.

9.1 Design-Related Limitations

Media experts and survey participants provided valuable feedback
on the need for usability enhancements. Several participants re-
quested a search bar to help users find specific topics and subtopics.
Similarly, the Events dashboard requires users to know the exact
date of an event to access related articles, which can be challeng-
ing when they only remember general time frames or keywords.
Implementing a search feature for different events would improve
usability by allowing users to find relevant content more reliably.
Another recommended feature was the ability to click on URLs
that go directly to the publisher’s website to view the original ar-
ticles. While this feature is currently implemented on the Events
dashboard, where users can read and verify the top facts them-
selves, participants suggested that extending the functionality to
the Coverage dashboard could increase user engagement and build
trust in the platform. Another feature to build trust we plan to
provide involves showing examples of articles in each tone bucket
(e.g. Democrat to Republican) and lean bucket (e.g. Very Negative to
Very Positive) as users focus on a specific topic or subtopic. Address-
ing these issues will help users access familiar news stories, making
it easier to start their exploration on the MEDIA B1As DETECTOR.

Additionally, while the Events dashboard presents a qualitative
comparison of coverage differences between publishers—such as
fact selection and framing—users requested aggregated insights,
such as topic, tone, and lean labels to help them quickly identify
these differences. In response, we plan to assign topic and subtopic
labels to each event based on the majority class of their constituent
articles and display these labels with aggregated tone and lean
data directly on the Events page. These updates will enable quicker
comparisons and a more comprehensive exploration of coverage
differences.

Finally, many participants highlighted the tool’s potential as an
educational resource for fostering media literacy. To build on this,
we aim to add a section to our website that can guide users who
are less familiar with media bias. This section may include blog
posts (where team members write analyses using the MEDIA B1as
DETECTOR), videos, and interactive guides explaining how to use
the MEDIA B1as DETECTOR to identify different forms of media bias
(e.g., selection, framing, tone). These resources aim to empower
users to better navigate not only the MEDIA B1as DETECTOR but
the information ecosystem as a whole.
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9.2 Data-Related Limitations

The MEDIA B1as DETECTOR currently tracks only ten publishers and
collects their top 20 articles in every interval. While this covers the
most prominent news published by the most widely-read publish-
ers, it excludes coverage from local or more niche sources. Several
participants highlighted that this approach misses other perspec-
tives in the news. We built the dashboard with ten publishers, due
to the significant financial and engineering costs associated with
data collection and labeling pipelines. Each publisher requires a
tailored data collection pipeline which involves manual text prepro-
cessing. Additionally, using state-of-the-art, closed-source models
(i.e., OpenAI’s GPT-40) on a daily basis incurs significant costs that
scale linearly with the number of publishers analyzed. To select
these ten publishers, we sought out a set of sources that are popular
among news readers [93], while also maintaining diversity across
the political spectrum (we added Breitbart for its agenda-setting
power on the right, The Guardian and Huffpost on the left, and the
Wall Street Journal for its financial leadership). We are currently
in the process of expanding our data collection pipeline to cover
the top 30 stories per news publisher and plan to expand our list of
publishers beyond legacy media.

Another limitation of our tool is that the topic and subtopic
lists are driven by what is actively discussed in the news. When
the human-in-the-loop annotators identify major themes that have
emerged in the news, we make updates to the topic list. This creates
a blind spot for important issues that are not being reported by
research assistants, as they may never appear in our analysis. Addi-
tionally, our current approach assigns each article to a single topic
and subtopic. This rigid assignment of topics and subtopics can over-
look articles that fall under multiple options. Not including them
in one of those options affects what we see in the coverage num-
bers and may not fully reflect reality. This highlights the broader
challenge of classifying a complex news article into a finite number
of categories. In future iterations of the MEDIA B1As DETECTOR, we
may explore more flexible methods to accommodate overlapping
themes. For example, allowing a single article to be associated with
"most likely" topics or subtopics or adjusting prompts to support
multiclass classification.

9.3 Limitations of LLMs in Media and Politics

Our tool relies on instruction-tuned, pre-trained LLMs to generalize
tasks in a zero-shot setting, which introduces inherent challenges
[106]. While LLMs are efficient for text classification, they are not
immune to biases present in their training data, which can subtly
influence downstream tasks such as political lean labeling [35]. This
has important implications for the MED1A B1as DETECTOR’s results,
particularly when analyzing political news topics. When prompting
the LLM for explanations on its political lean label, we can identify
that they draw conclusions from not only the article text itself, but
from context and inferences from its training data. This results
in the LLM inherently associating certain topics with Democratic
leanings (such as climate change or women’s healthcare), and others
with Republican leanings (such as immigration or crime), regardless
of the specific arguments presented in the article. We must be
cautious as the nature of these contexts and inferences may shift
over time.
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When measured using both novel and established methods to
assess political bias, GPT model variants, including GPT-4 and
GPT-3.5-Turbo, tend to align with a left-leaning political ideology
[35, 68, 89]. This may relate to the model’s tendency to align certain
issues with the Democratic or Republican party’s political agenda.
While individual political lean labels could be subject to LLM biases,
their relative values, and the differences between labels on articles
about the same event, are informative. Our research is grounded in
comparative analysis between publishers on multiple levels, and
we intentionally provide granularity in all our analyses to allow
users to draw their own conclusions. Furthermore, the MEDIA B1as
DETECTOR emphasizes features like tone, news topics, and event
coverage, which are less susceptible to political bias in LLMs com-
pared to political lean labels.

10 Conclusion

We believe that helping people identify and quantify bias across
different stories and publishers, along with exposing readers to
alternative narratives, can enhance public awareness of the ed-
itorial choices made by news publishers. From this perspective,
the MEDIA B1ias DETECTOR could help counter the potential for
creating separate realities by empowering users to independently
compare how different publishers cover the same topics or events
[15]. For instance, participants in our user study noted that the
Events dashboard helped them see discrepancies in coverage of
major events, such as the Gaza ceasefire negotiations, where some
outlets prioritized domestic political stories instead. Additionally,
everyday users reported that the ability to drill down into subtopics
and compare political lean and tone encouraged them to challenge
their preconceptions about specific publishers. By providing a high-
level view of the media landscape, the MEDIA B1as DETECTOR can
help users engage with diverse perspectives and hold media outlets
accountable for their power to shape public perception. Moreover,
the tool may also serve as a valuable resource for researchers, ed-
ucators, and journalists, enabling them to check their own biases
and quantitatively assess media coverage.

We close by re-emphasizing that the goal of the MEDIA B1ias DE-
TECTOR is to empower users to discover bias on their own, not to tell
them what is biased and what is not. Our focus is on understanding
how news publishers’ decisions influence public perception, and
how emerging narratives are shaped by the emphasis placed on
them by different mainstream media outlets. This exploration is not
about finding fault, but about analyzing how the natural processes
of news selection and framing influence the stories we encounter
in our everyday lives [99]. We therefore hope our work contributes
to meaningful discussions at the intersection of media, the pub-
lic, and politics, by promoting critical thinking about how news is
produced, consumed, and absorbed, and ultimately the worldviews
and choices it shapes.
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A Appendix
A.1 User Study with Media Experts

Task Scenario. The same two scenarios were presented sequentially
to the participants:

Baseline Scenario

Imagine you are having a discussion with your friends about the
2024 election. The conversation shifts to where everyone gets
their news, with one friend relying solely on Newspaper A and
another on Newspaper B. You are curious about how selection
and framing biases present themselves in these news outlets and
how they might influence coverage of key policy issues in the election.

Task: Spend up to 10 minutes attempting to evaluate the overall
bias of Newspaper A and Newspaper B using any tools available to
you. These can be existing platforms or websites that assess media
bias. Note how these sources categorize the bias and any key points
as to why.

Feel free to take notes in this document and prepare a brief oral
explanation of your findings after completing this exercise.

Media Bias Detector Scenario

Imagine you are having a discussion with your friends about the
2024 election. The conversation shifts to where everyone gets
their news, with one friend relying solely on Newspaper A and
another on Newspaper B. You are curious about how selection
and framing biases present themselves in these news outlets and
how they might influence coverage of key policy issues in the election.

Task: Spend up to 10 minutes attempting to evaluate the overall
bias of the same two publishers as the previous Task using the . Note
how these sources categorize the bias and any key points as to why.

Feel free to take notes in this document and prepare a brief oral
explanation of your findings after completing this exercise.

Guiding Questions from Semi-Structured Discussion. These guiding
questions were developed to steer the discussion, though not all
were necessarily used during the interviews:

Pre-Task

e Before we get started, can you tell me more about what
got you interested in [media and journalism] OR [political
science] OR [AI & society]?

e What does journalism mean to you? What is its purpose?

e In your own words, what does media bias mean to you?

e How do you recognize bias when reading news? What spe-
cific signs do you look for?

e How do you see the role of technology, such as Al and large
language models, affecting the study and mitigation of media
bias?

Post-Task
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e How could this tool be used by you or others in your indus-
try?

e What were features that you found useful and what were
features you disliked?

o If you could make a magical tool that does anything you
want, what features would it have? Is there anything that
you really wish existing systems could do?

Survey Questions. We asked participants for demographic informa-
tion and evaluations for the baseline and MEDIA B1ias DETECTOR
tools through Qualtrics surveys. The surveys are viewable through
Open Science Framework (OSF).

e Pre-Survey Demographic Questions

e Baseline Evaluation

e Tool Evaluation

A.2 Follow-Up Survey of News Consumers

The follow-up survey on everyday news consumers was conducted
via a Qualtrics survey. Figure A2 provides a demographic break-
down of the 150 participants. The survey is viewable through OSF:

e News Consumers Survey

framing selection

6.2

6.0

mean

58

56

54

pre post pre post
stage

Figure A1: A comparison of pre- and post-task ratings by
participants on their perception of selection and framing
bias in the news.

A.3 Master Topic List
See Figure A3.

A.4 Detailed Methodology

Visit the Media Bias Detector website’s Methodology section for the
most up-to-date details. The methodology is also available in PDF
form in the supplementary materials.


https://osf.io/cmtkd?view_only=6dcbdd78e5d940c8bbabc2378e4bd1ed
https://osf.io/82cbt/?view_only=6dcbdd78e5d940c8bbabc2378e4bd1ed
https://osf.io/x4vp9?view_only=6dcbdd78e5d940c8bbabc2378e4bd1ed
https://osf.io/yzw7d?view_only=6dcbdd78e5d940c8bbabc2378e4bd1ed
https://mediabiasdetector.seas.upenn.edu/methodology/
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Characteristic N=150
Age
18-24 years old 25(17%) [N |
25-34 years old 49 (33%) [ I
35-44 years old 30 (207) [ |
45-54 years old 20(13%) N |
55-64 years old 17 (1% M |
65+ years old 8 (5.3%) B |
Prefer not to say 1(0.7%) | |
Gender
Female 69 (467 DN |
Male 77617 DN ]
Other 2(1.3%) [ |
Prefer not to say 2 (1.3%) [ |
Education
Associates or technical degree 15 (10%) B |
Bachelor’s degree 52 (35%) [ I
Graduate or professional degree 25 (17%) ] |
High school diploma or GED 22 (15%) B |
Prefer not to say 1(0.7%) [ |
Some college, but no degree 32 (21%) ] |
Some high school or less 3 (2.0%) [ |
Race
Asian 106.7% N |
Black or African American 25 (17%) B |
Other 837 N |
Prefer not to say 1(0.7%) | |
White or Caucasian 91 (61%) N ]
White and American Indian 1 (0.7%) | |
White, American Indian, and Asian 1(0.7%) [ |
White and Asian 8 (5.3%) B |
White and Black 107%) | |
White, Black, and American Indian 1 (0.7%) | |
White, Black, Asian, and Pacific Islander 1 (0.7%) | |
White and Other 2(13%) | |
Political Party

Democrat 51 (34%) [ I
Independent 49 (33%) [ I
Republican 49 (33%) [ I
Something else 1(0.7%) | |

Figure A2: Characteristics of the Follow-Up Survey Population.

Wang et al.
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