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Although it is under-studied relative to other social media plat-
forms, YouTube is arguably the largest and most engaging online
media consumption platform in the world. Recently, YouTube’s
scale has fueled concerns that YouTube users are being radical-
ized via a combination of biased recommendations and ostensibly
apolitical “anti-woke” channels, both of which have been claimed
to direct attention to radical political content. Here we test this
hypothesis using a representative panel of more than 300,000
Americans and their individual-level browsing behavior, on and
off YouTube, from January 2016 through December 2019. Using
a labeled set of political news channels, we find that news con-
sumption on YouTube is dominated by mainstream and largely
centrist sources. Consumers of far-right content, while more
engaged than average, represent a small and stable percentage
of news consumers. However, consumption of “anti-woke” con-
tent, defined in terms of its opposition to progressive intellectual
and political agendas, grew steadily in popularity and is corre-
lated with consumption of far-right content off-platform. We find
no evidence that engagement with far-right content is caused by
YouTube recommendations systematically, nor do we find clear
evidence that anti-woke channels serve as a gateway to the
far right. Rather, consumption of political content on YouTube
appears to reflect individual preferences that extend across the
web as a whole.
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s affective political polarization rises in the United States

(1) and trust in traditional sources of authority declines (2,
3), concerns have arisen regarding the presence, prevalence, and
impact of false, hyperpartisan, or conspiratorial content on social
media platforms. Most research on the potentially polarizing
and misleading effects of social media has focused on Face-
book and Twitter (4-12), reflecting a common view that these
platforms are the most “news-oriented” social media platforms.
However, roughly 23 million Americans rely on YouTube as a
source of news (13, 14), a number comparable to the corre-
sponding Twitter audience (13, 15), and it is growing in both
size and engagement. YouTube news content spans the politi-
cal spectrum, and includes content producers of all sizes. Recent
work (16) has identified a large number of YouTube chan-
nels, mostly operated by individuals or small organizations, that
promote a collection of “far-right” ideologies (e.g., white identi-
tarian) and conspiracy theories (e.g., QAnon). The popularity of
some of these channels, along with salient popular anecdotes,
has prompted claims that YouTube’s recommendation engine
systematically drives users to this content, and effectively rad-
icalizes its users (17-20). For example, it has been reported
that, starting from factual videos about the flu vaccine, the rec-
ommender system can lead users to antivaccination conspiracy
videos (18).
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Recent qualitative work (21) has identified a separate collec-
tion of channels labeled variously as “reactionary,” “anti-woke”
(AW), “anti-social justice warriors” (ASJW), “intellectual dark
web” (IDW), or simply “antiestablishment.” Although these
channels do not identify themselves as politically conserva-
tive, and often position themselves as nonideological or even
liberal “free thinkers,” in practice, their positions are largely
defined in opposition to progressive social justice movements,
especially those concerning identity and race, as well as cri-
tiquing institutions such as academia and mainstream media
for their “left-wing bias” (21, 22). Concurrently, “anti-woke”
rhetoric has increasingly been adopted by mainstream Repub-
lican politicians (23), undermining claims that it is intrinsi-
cally apolitical. While anti-woke YouTube channels typically
do not explicitly endorse far-right ideologies, some channel
owners invite guests who are affiliated with the far right
onto their shows and allow them to air their views relatively
unchallenged, thereby effectively broadcasting and legitimiz-
ing far-right ideologies (21). If these channels act as a kind
of gateway to the far right, they would constitute a related
yet distinct radicalization mechanism from the recommenda-
tion system per se (17, 24). Based on these considerations, and
recognizing that any label for this loose collection of channels is
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likely to be inaccurate for at least some members, we refer to
them hereafter as anti-woke (AW).

Although reports of various mechanisms driving people to
politically radical content have received great attention, quan-
titative evidence to support them has proven elusive. On a
platform with almost 2 billion users (25), it is possible to find
examples of almost any type of behavior; hence anecdotes of
radicalized individuals (17), however vivid, do not, on their
own, indicate systematic problems. Thus, the observation that
a particular mechanism (e.g., recommendation systems steering
users to extreme content; far-right personalities appearing on
anti-woke channels acting as gateways to the far right) might
plausibly have a large and measurable effect on audiences does
not substitute for measuring the effect. Finally, the few empirical
studies (24, 26-29) that have examined the question of YouTube
radicalization have reached conflicting conclusions, with some
finding evidence for it (24, 26) and others finding the opposite
(27, 28). These disagreements may arise from methodological
differences that make results difficult to fairly compare—for
example, ref. 28 examines potential biases in the recommender
by simulating logged-out users, whereas ref. 24 reconstructs user
histories from scraped comments. The disagreement may also
reflect limitations in the available data, which is intrinsically
ill suited to measuring either individual or aggregate consump-
tion of different types of content over extended time intervals,
such as user sessions or “lifetimes.” Absent such data for a
large, representative sample of real YouTube users, it is diffi-
cult to evaluate how much far-right content is, in fact, being
consumed (vs. produced), how it is changing over time, and
to what extent it is being driven by YouTube’s own recom-
mendations, spillovers from anti-woke channels, or other entry
points.

Here we investigate the consumption of radical political news
content on YouTube using a unique dataset comprising a large
(N =309,813) representative sample of the US population, and
their online browsing histories, both on and off the YouTube
platform, spanning 4 years from January 2016 to December
2019. To summarize, we present five main findings. 1) Consistent
with previous estimates (30), we find that the total consump-
tion of any news-related content on YouTube accounts for 11%
of overall consumption and is dominated by mainstream, and
generally centrist or left-leaning, sources. 2) The consumption
of far-right content is small in terms of both number of view-
ers and total watch time, where the former decreased slightly
and the latter increased slightly over the observation period.
3) In contrast, the consumption of anti-woke content, while
also small relative to mainstream or left-leaning content, grew
in both numbers of users and total watch time. 4) The path-
ways by which users reach far-right videos are diverse, and
only a fraction can plausibly be attributed to platform recom-
mendations. Within sessions of consecutive video viewership,
we find no trend toward more extreme content, either left
or right, indicating that consumption of this content is deter-
mined more by user preferences than by recommendation. 5)
Consumers of anti-woke, right, and far-right content also con-
sume a meaningful amount of far-right content elsewhere online,
indicating that, rather than the platform (either the recommen-
dation engine or consumption of anti-woke content) pushing
them toward far-right content, it is a complement to their larger
news diet.

These results indicate little evidence for the popular claim that
YouTube drives users to consume more radical political content,
either left or right. Instead, we find strong evidence that, while
somewhat unique with its growing and dedicated anti-woke chan-
nels, YouTube should otherwise be viewed as part of a larger
information ecosystem in which conspiracy theories, misinfor-
mation, and hyperpartisan content are widely available, easily
discovered, and actively sought out (27, 31).
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Methods and Materials

Our data are drawn from Nielsen’s nationally representative desktop web
panel, spanning January 2016 through December 2019 (SI Appendix, sec-
tion B), which records individuals’ visits to specific URLs. We use the subset
of N =309,813 panelists who have at least one recorded YouTube pageview.
Parsing the recorded URLs, we found a total of 21,385,962 watched-video
pageviews (Table 1). We quantify the user’s attention by the duration of
in-focus visit to each video in total minutes (32). Duration or time spent
is credited to an in-focus page, and, when a user returns to a tab with
previously loaded content, duration is credited immediately. Each YouTube
video has a unique identifier embedded in its URL, yielding 9,863,964
unique video IDs (S/ Appendix, section B). To post a video on YouTube, a
user must create a channel with a unique name and channel ID. For all
unique video IDs, we used the YouTube API to retrieve the correspond-
ing channel ID, as well as metadata such as the video's category, title, and
duration. We then labeled each video based on the political leaning of
its channel.

Video Labeling. Previous studies (21, 24, 27-29) have devoted considerable
effort to labeling YouTube channels and videos based on their political
content. In order to maintain consistency with the existing research lit-
erature, we derived our labels from two of these previous studies which
collectively classified over 1,100 YouTube channels. First, ref. 28 classified
816 channels along a traditional left/center/right ideological spectrum as
well as a more granular categorization into 18 tags such as socialist, ASJW,
religious conservative, white identitarian, and conspiracy. Second, ref. 24
classified 281 channels as belonging to one of IDW, alt-lite, or alt-right,
and a set of 68 popular media channels as left, left-center, center, right-
center, or right. Because the two sources used slightly different classification
schemes, we mapped their labels to a single set of six categories: far left
(fL), left (L), center (C), anti-woke (AW), right (R), and far right (fR) (see S/
Appendix, section C and Table S1 for details). Five of the six categories (fL,
L, C, R, and fR) fall along a conventional left-right ideological spectrum.
For example, YouTube videos belonging to channels with ideological labels
such as “socialist” are considered farther to the left of “left” content and
hence were assigned to far left, whereas “alt-right” is a set of ideologies
that exemplify extreme right content and so those videos were assigned
to far right (24, 27). The "anti-woke” (AW) category, which mostly com-
prises the labels IDW (24) and ASJW (28), but also a small set of channels
labeled “men’s rights activists” (MRA) (24, 28), is more easily defined by
what it opposes—namely, progressive social justice movements and main-
stream left-leaning institutions—than by what coherent political ideology it
supports (21). Reflecting its nontraditional composition, we locate it to the
right of center but left of right and far right. We note that the ordering
of the categories from left to right, while helpful for visualizing results in
some cases, is not important to any of main findings. Overall, our data cover
974 channels, corresponding to 523,242 videos (following refs. 24 and 28,
all videos published by a channel under study received the channel’s label).
Details on the number of videos in each category, the assignment of chan-
nels, and references used can be found in S/ Appendix, Tables S1 and S2 and
section C.

Label Imputation. Using the YouTube API, 20.1% of the video IDs had no
return from the APl (we refer to these as unavailable videos), a problem
that previous studies also faced (33). The YouTube API does not pro-
vide any information about the reason for this return value; however, for
some of these videos, the YouTube website itself shows a “subreason” for
the unavailability. We crawled a uniformly random set of 368,754 videos
and extracted these subreasons from the source HTML. Stated reasons
varied from video privacy settings to video deletion or account termi-
nation as a result of violation of YouTube policies (S/ Appendix, Table
S3). For channels such as InfoWars, which was terminated for violating
YouTube’s Community Guidelines (34), none of their previously uploaded
videos are available through the YouTube API. Therefore, it is important

Table 1. YouTube data descriptive statistics

Characteristic Value

Number of unique users 309,813
Number of watched-video pageviews 21,385,962
Number of unique video IDs 9,863,964
Number of unique channel IDs 2,293,760
Number of sessions 8,620,394
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to estimate the fraction of these unavailable videos that will receive each
of the political leaning labels, and whether that distribution will affect
our findings.

To resolve this ambiguity, we treated it as a missing value problem and
imputed missing video labels via a supervised learning approach. To obtain
accurate labels for training such a model, we first searched for the overlap
between our set of unavailable videos and datasets from previous studies
(24, 27-29, 33), which had collected the metadata of many now unavailable
videos at a time when they still existed on the platform (S/ Appendix, Table
S4). This approach yielded channel IDs for 69,611 of our unavailable videos.
We then trained a series of classifiers, which we used to impute the labels of
the remaining unavailable videos. For the features of the supervised model,
we extracted information surrounding each unavailable video, such as the
web partisan score of news domains viewed by users before and after it,
along with the YouTube and political categories of all videos watched in
close proximity within the same session. We also exploited a set of user-
level features, such as the individual’s monthly consumption from different
video and web categories during their lifetime in our data. Details on the
feature engineering and model selection can be found in S/ Appendix,
section D.

For each political channel category, we trained a binary random for-
est classifier over 96 predictors, which yielded an AUC (Area Under the
Curve) of 0.95 for far left, 0.98 for left, 0.95 for center, and 0.97 for
anti-woke, right, and far right, on the holdout set. To assign labels, we
consider two different thresholds, one with high precision and one with
high recall (SI Appendix, Tables S5 and S6). For all presented results in the
main text, we use a high-precision imputation model, which means fewer
videos (with higher confidence) are retrieved from the positive class. There-
fore, the results presented here reflect the lower bound of the number of
videos in each political category. As a robustness check, we repeat some
of our experiments using the upper bound (high recall; see SI Appendix,
section I).

Constructing Sessions. Previous studies have analyzed web browsing dynam-
ics by breaking a sequence of pageviews into subsequences called sessions
(35). In this work, we define a YouTube session as a set of near-consecutive
YouTube pageviews by a user. Within a YouTube session, a gap less than &
minutes is allowed between a YouTube nonvideo URL and the next YouTube
URL, or a gap less than + minutes is allowed between a YouTube video URL
and the next YouTube URL; otherwise, the session breaks, and a new session
will start with the next YouTube URL. External pageviews (all non-YouTube
URLs) are allowed within these gaps. For brevity, throughout the rest of
the paper, we refer to a YouTube session as simply a session. In the main
text, we will present the results for sessions created by § = 10 minutes and
~ = 60 minutes. To check the robustness of our findings to these choices, we
repeated the session-level experiments with different values of § and ~ (see
SI Appendix, section ).

User Clustering. An individual is considered a news consumer if, over the
course of 1 month, they spend a minimum of 1 minute watch time on
any of the political channels in our labeled set. Each month, we char-
acterized every individual who consumed news on YouTube in terms of
their normalized monthly viewership vector v/ whose jth entry, u,'j", cor-
responds to the fraction of viewership of user i from channel category j
(je{fL, L, C, AW, R, fR}). We then used hierarchical clustering to assign
each individual to one of K communities of similar YouTube news diets, with
K in the range from 2 to 12. Running 19 different measures of model fit to
find the optimal number of communities, six and five had equally the high-
est number of votes (36), where we set the number of communities to be
K = 6 to capture all categories. For each of these six clusters, we then identi-
fied its centroid, obtained by averaging the normalized monthly viewership
vectors of all cluster members (see S/ Appendix, section E for details). Finally,
we labeled each community as 1 (t) (¢(t) € {fL, L, C, AW, R, fR}) according to
the predominant content category of its centroid. As a robustness check, we
performed similar analysis with more relaxed and more strict definitions of
“news consumers” (see S/ Appendix, section I).

Results

Before we examine the degree to which YouTube’s recommen-
dation engine drives users to more extreme forms of political
content, we first present a series of analyses to characterize
and quantify the overall consumption patterns among different
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types of content. These patterns allow us to test for several con-
founding possibilities in the dynamics of news consumption on
YouTube, and provide a clear background picture against which
to measure systematic deviations caused by recommendations.

These six clusters correspond closely with our six categories
of political content (Fig. 1): The centroid or “archetype mem-
ber” of each cluster devotes more than 90% of their attention to
just one content category, with the remaining 10% distributed
roughly evenly among the other categories. In fact, the con-
sumption patterns of individual users in each of these clusters
aligns strongly with their containing cluster, so much so that
more than 70% receive at least 80% of their content from
one content type, and more than 95% receive at least 50% of
their content from one content type (SI Appendix, Fig. S3). This
result has two important implications for our analysis. First, it
reveals that YouTube users are meaningfully associated with
definable “communities” in the sense that consumption prefer-
ences are relatively homogeneous within each community and
relatively distinct between them. Throughout the remainder of
the paper, we will use the terms “community” and “cluster” inter-
changeably, and will use “category” to refer to the corresponding
population of videos. Second, our result demonstrates that the
political content categories we used align closely with the actual
behavior of users in a parsimonious way (see SI Appendix, Figs.
S3 and S4 as a robustness check for more strict definitions of
news consumers). We present our main results in terms of these
communities.

Community Engagement. To check for any overall trends in cat-
egory preferences, we examine changes in total consumption
associated with each of the six communities over the 4-year
period of our data, quantified in terms of both population
size (Fig. 24) and total time spent watching (Fig. 2B) (see SI
Appendix, Fig. S5 for two other related metrics: pageview counts
and session counts; see SI Appendix, Tables S8 and S9 for more
details on fitted lines.). Consistent with previous work (30),
we find that total news consumption accounts for only 11% of
total consumption (see SI Appendix, section D for definition of
“news”). Of this total, the 974 channels for which we have politi-
cal labels account for roughly one-third (i.e., 3.32% of total watch
time). Moreover, the largest community of news consumers—in
terms of both population size (0.63%) and watch time (1.65%)—
was the “left” mainstream community. Fig. 24 shows that the
far-right community was the second smallest (after far-left) by
population (0.05%) and declined slightly in size after a peak
at the end of 2016. In contrast, the anti-woke category started
roughly at the same size but grew considerably, overtaking right
and almost matching center. Next, Fig. 2B shows that monthly
watch time for both far-right and anti-woke news grew over
our observation period, where the former increased almost
twofold, from an average of 0.17% of total consumption in 2016
to 0.30% in 2019 (¢=—3.17, P <0.005), and the latter grew
more rapidly, from an average of 0.31 to 1.02% (t=—14.08,

e fL

(L EC B AW R BHEfR

cluster g

Fig. 1. The archetypes of news consumption behavior on YouTube for each
cluster.
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Fig. 2. Breakdown of percent of (A) users and (B) consumption falling into
the six political channel categories, per month, January 2016 to Decem-
ber 2019. A is the percent of users falling into each community, and B
presents the percentage of viewership duration from each channel cate-
gory. Solid lines show the fitted linear models and the shading shows the
95% confidence intervals.

P< 10_5). In both cases, watch time grew faster than the over-
all rate of growth of news consumption (8% of average monthly
consumption in 2016 to 11% in 2019 [t=—13.13, P <107°];
SI Appendix, Fig. S2 and Table S7), and the anti-woke commu-
nity ended the period accounting for more watch time than any
category except left. We note that these data exhibit strong vari-
ations, and hence we caution against extrapolating these trends
into the future. Because the far-left community is the smallest by
population size (0.002%) and watch time (0.009%) (being barely
visible on the scale of Fig. 2), we drop it from our results if the
low observation count makes statistical inferences unreliable.

These results indicate that news, in general, and far-right
content, in particular, account for only a small portion of con-
sumption on YouTube. As emphasized previously, however,
even a small percentage of users or consumption time can trans-
late to large absolute numbers at the scale of YouTube. For
example, averaged over the 4-year period, 335,209 Americans
consumed far-right content and 764,405 consumed anti-woke
content at least once in a given month, where the latter grew
steadily in population and watch time. This result is also robust to
other choices of consumption metric (e.g., pageviews or session
counts), threshold for inclusion in the “news-consuming popula-
tion,” and imputation model (S Appendix, Figs. S5, S13, S16, and
17). To better understand these dynamics, we now investigate
individual-level behavior.

Individual  Engagement. Complementing  the  aggregate
(community-level) results in Fig. 2, Fig. 3 shows both
absolute levels of, and changes over time in, consumption
measured at the individual level of videos (Fig. 34) and users
(Fig. 3B), respectively (see SI Appendix, Tables S10 and S11 for
more details on fitted lines). Fig. 3 presents evidence of stronger
engagement with far-right and anti-woke content than for other
categories (SI Appendix, Figs. S6-S8 and Tables S12 and S13).
The median per-video watch time of far-right videos increased
by 50%, from an average of 2 minutes in 2016 to 3 minutes in
2019 (t=—3.43, P < 0.005), while the per-video watch time of
the anti-woke category roughly doubled (t = —8.55, P < 10~°)
over the same period, starting out well below centrist and
left-leaning videos but eventually overtaking all of them. Second,
the median per-month watch time for individual members of the
far-right and anti-woke communities is up to almost twice the
engagement of users in the left, center, and right communities
(P <107% for all pairwise comparisons of far right and
anti-woke with left, center, and right). In other words, while the
far-right and anti-woke communities remained relatively small
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in size throughout the observation period (with only anti-woke
growing), their user engagement grew to exceed that of every
other category (see SI Appendix, Fig. S14 as a robustness check
for more strict definitions of news consumers).

Further examining individual behavior, Fig. 4 shows the
average probability P(1);(t)|1:(t — 1)) of an individual member
of community v; in month ¢ —1 moving to community ; in
month ¢. As indicated by darker shades along the diagonal,
the dominant behavior is for community members to remain
in their communities from month to month, suggesting that all
communities exhibit “stickiness.” Moreover, when individuals
do switch communities, they are more likely to move from
the right side of the political spectrum to the left than the
reverse, while individuals in the center are more likely to
move left than right. Also, there is more between-community
movement from right and far-right than left and center to
the anti-woke community (i.e., P((¢t)=AW|yp(t—1)=
fR)=0.06, P(y(t)=AW|Y(t—1)=R)=0.05 vs. P(y(t)=
AW|Yp(t—1)=C)=0.03, P((t)=AW|yp(t—1)=L)=0.02
and P(y(t)=AW|¢(t —1)={L)=0.01), indicating that the
anti-woke community gains more audience from right wing
than from center and left wing. Also, the most common
transition to the far right is from the right, far left, and
anti-woke (i.e., P(¢(t)=fR|¢(t —1)=R)=0.04> P(y(t) =
fR|(t — 1) =1fL) =0.03 > P(¢(¢t) =fR|9(t — 1) = AW) =0.02
> P(¢p(t) =fR]yp(t —1)=C)=0.01 > P(¢(t) =fR|Yp(t — 1) =
L) =0.00).

Concentrated Exposure Predicts Future Consumption. Exposure to
concentrated “bursts” of radical content may correlate with
future consumption more strongly than equivalent exposure to
other categories of content (37). To check for this possibility,

we define a “burst” of exposure as consumption of at least M®
videos of category k (k € {L, C, R, AW, fR}) within a single ses-
sion, and define a “treatment event” as the first instance in
a user’s lifetime when they are exposed to such a burst. We
dropped the far-left category, as the number of samples were too
small for this experiment.

For each content category, we consider three “treatment
groups” comprising individuals who are exposed to burst lengths
MM e {2,3,4} (SI Appendix, Table S14) and compute the dif-
ference in their average daily consumption of the same content
category k preexposure and postexposure. Finally, we compute
the difference in difference between our treatment groups and

a “control group” of individuals with maximum MF) =1 video
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Fig. 3. (A) Median monthly video consumption (minutes) across different
channel categories, and (B) median user consumption (minutes) within each
community. Solid lines show the fitted linear models and the shading shows
the 95% confidence intervals.
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Fig. 4. A heatmap showing the probability that an individual from cluster
(t — 1) at month t — 1 will move to cluster v (t) at month t. Each month,
users may not fall into any of these communities, if they are not among
“news consumers” in that particular month.

per session, where we use propensity score matching to account
for differences in historical web and YouTube consumption
rates, demographics (age, gender, race), education, occupation,
income, and political leaning (see SI Appendix, section F for
details). We emphasize that these treatments are not random-
ized and could be endogenous (i.e., individuals are exposed to
longer bursts because they already have a higher interest in the
content); hence the effects we observe should not be interpreted
as causal. As a purely predictive exercise, this analysis reveals
whether exposure to a fixed-length burst of content at one point
in time has different effects at a future point in time across
content categories.

Fig. 5 shows the results for MP = {2, 3, 4} across our five
remaining content categories. In all cases, increases in burst
length from 2 to 4 correspond to higher future consumption
relative to the control groups. Individuals exposed to bursts of
anti-woke content show much larger effects than other con-
tent categories for all burst lengths, and larger marginal effects
for longer vs. shorter bursts. The daily far-right content con-
sumption of individuals exposed to far-right bursts of length

M™ =4 increases by a gap of almost 30 seconds postex-
posure, relative to the control group (7=30.99+19.50 with
CI = 0.95).

Potential Causes of Radicalization. Summarizing thus far, con-
sumption of far-right and anti-woke content on YouTube—while
small relative to politically moderate and nonpolitical content—
is stickier and more engaging than other content categories,
and, in the case of anti-woke, is increasingly popular. Previ-
ous authors have argued that the rise of radical content on
YouTube is somehow driven by the platform itself, in particu-
lar by its built-in recommendation engine (17, 18). While this
hypothesis is plausible, other explanations are too. As large as
YouTube is, it is just a part of an even larger information ecosys-
tem that includes the entire web, along with TV and radio.
Thus, the growing engagement with radical content on YouTube
may simply reflect a more general trend driven by a compli-
cated combination of causes, both technological and sociological,
that extend beyond the scope of the platform’s algorithms and
boundaries.

In order to disambiguate between these explanations, we per-
formed three additional analyses. First, we examined whether
YouTube consumption is aberrant relative to off-platform con-
sumption of similar content. Second, we analyzed the exact
pathways by which users encountered political content on
YouTube, thereby placing an upper bound on the fraction
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of views that could have been caused by the recommender.
Finally, we checked whether political content is more likely
to be consumed later in a user session, when the recommen-
dation algorithm has had more opportunities to recommend
content.

Although none of these analyses on its own can rule out—

or in—the causal effect of the recommendation engine, the
strongest evidence for such an effect would be 1) higher on-
platform consumption of radical political content than off-
platform, 2) arrival at radical political content dominated by
immediately previous video views (thereby implicating the rec-
ommender), and 3) increasing frequency of radical political
content toward the end of a session, especially a long ses-
sion. By contrast, the strongest evidence for outside influences
would be 1) high correlation between on- and off-platform
tastes, 2) arrival dominated by referral from outside websites
or search, and 3) no increase in frequency over sessions, even
long ones.
On- vs. off-platform. To check for differences in on- vs. off-
platform consumption, we compared the YouTube consumption
of members of our six previously identified communities with
their consumption of non-YouTube websites classified accord-
ing to the far-left to far-right web categories. To label websites,
we first identified news domains using Nielsen’s classification
scheme, which distinguishes between themes such as entertain-
ment, travel, finance, etc. Out of all of the web domains accessed
by individuals in our dataset, 3,362 were in the news cate-
gory. We then used the partisan audience bias score provided
by ref. 38 to bucket the news domains into the five political
labels—fL, L, C, R, fR—that we used for YouTube channels
above (see SI Appendix, section C for more details). Although
some anti-woke YouTube channel owners may also host exter-
nal websites, there is no equivalent of the anti-woke category
in ref. 38; thus, we do not include it as a category for external
websites.

To examine how the consumption pattern of users inside
YouTube communities is associated with their web content con-
sumption, Fig. 6 shows the risk ratio RR; jy = Py /P; for each
YouTube community ¢ € {fL, L, C, AW, R, fR}, and each web
category j € {fL,L,C,R,fR}, where P;; is probability of con-
sumption from category j on the web, given users belong to
community ¢ on YouTube, and P; is probability of consuming
from category j on the web for random YouTube users. Fig. 6
shows two main results. First, members of the right and far-right
communities are more than twice as likely to consume right-
leaning content and 3 times as likely to consume far-right content
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Fig. 5. Difference in means of daily consumption change, in the event
of bursty consumption from a specific political category. Individuals are
assigned either to bursty consumption group in the event of watching at
least Mf videos from category k (k € {L, C, AW, R, fR}) within a session, or
to a control group, if none of their sessions has more than one video
from the same category with at least M’; videos in their lifetime. We run
three experiments with different values of MX, where v: MK =2, o: Mk =
3%, % : MK = 4. Markers show the difference in means, and the vertical lines
present the 95% Cl. The exposure can be driven by user, recommendation,
or external sources. Difference in change of daily consumption, after bursty
consumption, is almost twice as large for AW compared to the other political
categories, when controlled for other covariates.
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Fig. 6. Risk ratio of consumption from category j on the web (je
{fL, L, C, R, fR}) for users inside each community i € {fL, L, C, AW, R, fR} on
YouTube. Users of far right, right, and AW are more likely than random
YouTube users to consume right and far-right content on web.

outside of YouTube compared with an average user. Second,
external consumption by members of the anti-woke community is
biased in a very similar way to that of right and far-right members
(1.5x for right-leaning content and 2.2x for far-right). In other
words, even if anti-woke channel owners do not see themselves
as associating with right or far-right ideologies, their viewers do.
Finally, we note that, while these results do not rule out that
recommendations are driving engagement for the heaviest con-
sumers, they are strongly consistent with the explanation that
consumption of radical content on YouTube is, at least in part,
a reflection of user preferences (27, 31) (see also SI Appendix,
Fig. S10 for more details on correlations between internal and
external consumption).

Referral mode. Next, we explore how users encounter YouTube
content by identifying “referral” pages, which we define as the
page visited immediately prior to each YouTube video. We then
classify referral pages as belonging to one of six categories: 1)
the YouTube homepage, 2) search (inside YouTube or exter-
nal search engines), 3) a YouTube user/channel, 4) another
YouTube video, 5) an external (non-YouTube) URL, and 6)
other miscellaneous YouTube pages, such as feed, history, etc.
Table 2 shows that, while 36% of far-right videos are preceded
by another video, nearly 55% of referrals come from one of
the following: external URLs (41%), the YouTube homepage
(8%), and search queries (6%) (see SI Appendix, Fig. S15 as
a robustness check for more strict definitions of news con-
sumers). Moreover, focusing on the subset of videos that are
watched immediately after a user visits a news web domain, we
find that approximately 50% of far-right/right videos and more
than 30% of anti-woke videos are begun after visiting a right or
far-right news domain such as foxnews.com, breitbart.com, and
infowars.com. In contrast, if the video is from a far-left, left, or
center channel, it is highly likely (70%) that the external entrance
domain belongs to the center news bucket, which indicates

domains like nytimes.com and bloomberg.com (SI Appendix,
Figs. S11 and S12).

Session Analysis. Although our data do not reveal which videos
are being recommended to a user, if the recommendation algo-
rithm is systematically promoting a certain type of content, we
would expect to observe increased viewership of the correspond-
ing category 1) over the course of a session and 2) as session
length increases. For example, if a user who initiates a ses-
sion by viewing centrist or right-leaning videos is systematically
directed toward far-right content, we would expect to observe
a relatively higher frequency of far-right videos toward the end
of the session. Moreover, because algorithmic recommendations
have more opportunities to influence viewing choices as ses-
sion length increases, we would expect to see higher relative
frequency of far-right videos in longer sessions than in shorter
ones. Conversely, if we observe no increase in the relative fre-
quency of far-right videos either over the course of a session
or with session length, it would be evidence inconsistent with
the claim that the recommender is driving users toward radical
content.

To test these hypotheses, we assigned each video with political
label k€ {fL, L, C, AW, R, fR} an index i e{l,...,M,}
where M, is the number of videos in the sessions. We then nor-
malized the indices i\t = (i*) — 1)/(M, — 1), such that i\, €
[0, 1], meaning that zero indicates the first video and one indi-
cates the final video of a session. Fig. 74 shows mean and SD

of the fraction of videos with normalized index z,f(';r)m for sessions
of length M, > 20, for each category k, k € {L, C, AW, R, fR}
across different session definitions (S Appendix, Table S16). The
fraction of videos from the far-left category is too small to pro-
vide clear statistical results (Fig. 7B), and hence we dropped it
from Fig. 74. In all remaining cases, we find a nearly uniform
distribution with an entropy deviating only slightly from that of
a perfectly uniform distribution (SI Appendix, Table S17). For
longer sessions, there is a slightly higher density closer to the
relative index zero for far-right videos, precisely the opposite of
what we would expect if the recommender were responsible (see
SI Appendix, Figs. S19 and S20 and Table S17 for more details
and robustness checks). Complementing the within-session anal-
ysis, Fig. 7B shows the average frequency of content categories
as a function of session length. All six content categories show
overall decreasing frequency, suggesting that longer sessions
are increasingly devoted to nonnews content. More specifically,
we see no evidence that far-right content is more likely to be
consumed in longer sessions—in fact, we observe precisely the
opposite.

Discussion

The internet has fundamentally altered the production and con-
sumption of political news content. On the production side, it
has dramatically reduced the barriers to entry for would-be pub-
lishers of news, leading to a proliferation of small and often
unreliable sources of information (39). On the consumption side,

Table 2. Distribution of the entry points of videos within each category

Category YouTube homepage

Search  YouTube user/channel

YouTube video  External URLs Other

fL 9.18 9.7

L 10.72 10.45
C 9.36 13.76
AW 11.98 7.46
R 7.19 9.12
fR 7.85 6.36

27.71 47.77 2.15
2.72 40.06 33.72 2.33
1.66 31.96 40.17 3.08
3.63 38.62 35.51 2.8
4.23 37.67 40.19 1.6
6.85 35.8 41.29 1.86

Video URLs can start from a YouTube homepage, a search (on/off platform), a YouTube user/channel, another
YouTube video, or an external URL. YouTube recommendations (video entry point) have a bigger role for the left

(40%) than any other group.
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Fig. 7. (A) Mean and SD of fractions of videos as a function of normalized relative indices across session definitions for each category k, k€
{L, C, AW, R, fR}, for sessions with length My > 20. (B) Average r, where r is the fraction of videos of category k, k € {fL, L, C, AW, R, fR}, for session
definition § = 10 minutes and v = 60 minutes. Sessions with length M, > 30 (2% of the sessions) are dropped for better visualization.

search and recommendation engines make even marginal actors
easily discoverable, allowing them to build large, highly engaged
audiences at a low cost. And the sheer size of online platforms—
Facebook and YouTube each have more than 2 billion active
users per month—tends to scale up the effect of any flaws in their
algorithmic design or content moderation policies.

Here, we evaluated first whether YouTube, via its recom-
mendation algorithm, drives attention to far-right content such
as white supremacist ideologies and QAnon conspiracies, and
hence is effectively radicalizing its users (24, 26-29, 40). Addi-
tionally, we investigate whether and how the large and growing
community of anti-woke channels acts as a gateway to far-right
content (21). We have investigated these possibilities by ana-
lyzing the detailed news consumption of more than 300,000
YouTube users who watched more than 20 million videos, with
nearly half a million videos spanning the political spectrum, over
a 4-year time period.

Our results show that a community of users who predom-
inantly consume content produced by far-right channels does
exist, and, while larger than the corresponding far-left commu-
nity, it is small compared with centrist, left-leaning, or right-
leaning communities and is not increasing in size over the time
period of our study. Moreover, we find that on-platform con-
sumption of far-right content correlates highly with off-platform
consumption of similar content, that users are roughly twice as
likely to arrive at a far-right video from some source other than
a previous YouTube video (e.g., search, an external website,
the home page), and that far-right videos are no more likely
to be viewed toward the end of sessions or in longer sessions.
While none of this evidence can rule out the recommendation
system as a cause of traffic to far-right content, it is more con-
sistent with users simply having a preference for the content
they consume.

We also find that the anti-woke community, while still small
compared with left and centrist communities, is larger than the
far right and is growing over time, both in size and engagement.
We find evidence that the anti-woke community draws members
from the far-right more than from any other political commu-
nity, and that anti-woke members show an affinity for far-right
content off-platform. On the other hand, when they leave, anti-
woke members are more likely to move to left, center, and right
than far right. Thus, while there do seem to be links between
the anti-woke and far-right communities in terms of the con-
tent they consume, the hypothesized role of anti-woke channels
as a gateway to far right is not supported. Rather, it seems
more accurate to describe anti-woke as an increasingly popular—
and sticky—category of its own. The implications of this fact
are beyond the scope of this paper and left for future work
to explore.

Overall, our findings suggest that YouTube—while clearly an
important destination for producers and consumers of political
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content—is best understood as part of a larger ecosystem for
distributing, discovering, and consuming political content (27,
31). Although much about the dynamics of this large ecosystem
remains to be understood, it is plausible to think of YouTube
as one of many “libraries” of content—albeit an especially large
and prominent one—to which search engines and other websites
(e.g., Rush Limbaugh’s blog or breitbart.com) can direct their
users (31). Once they have arrived at the “library,” users may
continue to browse other similar content, and YouTube presum-
ably exerts some control over these subsequent choices via its
recommendations. Notably, 80% of sessions are length one and
that 55% of videos are in sessions of no more than four videos.
Both the majority of sessions and overall consumption, in other
words, reflect the tastes and intentions that users entered with,
and they also exhibit in their general web browsing behavior. To
the extent that the growing consumption of radical political con-
tent is a social problem, our findings suggest that it is a much
broader phenomenon than simply the policies and algorithmic
properties of a single platform, even one as large as YouTube.
Our analysis comes with important limitations. First, our
method of classifying content in terms of channel categories is an
imperfect proxy for the content of individual videos. Just because
a particular channel produces a substantial amount of far-right
content, and hence could be legitimately classified as “far right”
in our taxonomy, does not mean that every video promotes far-
right ideology or is even political in nature. Future work could
adopt a “content-based” classification system that could identify
radical content more precisely. Second, while our panel-based
method has the advantage of measuring consumption directly,
it does not allow us to see videos that were recommended but
not chosen. Fully reconstructing the decision processes of users
would therefore require a combination of panel and platform
data. Third, our data only include desktop browsing, and hence
reflect the behaviors of people who tend to use desktops for web
browsing. Using a recently acquired mobile panel that tracks
total time spent on YouTube but not detailed in-app usage,
we are able to compare the fraction of mobile/desktop panel
users who access YouTube at least once per month, and also the
median consumption time per mobile/desktop user. As shown in
SI Appendix, Fig. S21B, roughly 2 times as many mobile users
as desktop users visit YouTube at least once a month (40%
vs. 20%). Although we cannot rule out that consumption of
radical political content is higher on mobile vs. desktop, other
recent analysis of mobile device usage found that online news
consumption is greater via laptop/desktop browsers (30). Better
integration of desktop with mobile consumption presents a major
challenge for future work. Fourth, while our sample of videos is
large and encompasses most popular channels, we cannot guar-
antee that all content of interest has been included. Future work
would therefore benefit from yet larger and more comprehensive
samples, both of videos and channels. Fifth, because our
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sample is retrospective, roughly 20% of videos had been unavail-
able when we attempted to access their labels using the YouTube
API. Although we were able to impute these labels using a clas-
sifier trained on a small sample of videos for which labels were
available from other sources, it would be preferable, in future
work, to obtain the true labels in closer to real time. Sixth, our
method for identifying referral pages does not account for the
possibility that users move between multiple “tabs” on their web
browsers, all open simultaneously. Moreover, viewing credit in
the Nielsen panel is only assigned to videos that are playing
in the foreground, allowing for the possibility that other videos
are playing automatically in background tabs. As a result, some
videos that we have attributed to external websites may have,
in fact, been suggested by the recommender in a background
tab. The results presented in Table 2 thus should be viewed as
an upper bound for “external” entrances and a lower bound
for “video” entrances. Finally, we emphasize that our analysis
is intended to address systematic effects and hence applies only
at the population level. It says little about the role of specific
YouTube content and the possible radicalization of individuals
or small groups of individuals.

In addition to addressing these limitations, we hope that future
work will address the broader issue of shifting consumption
patterns that are driven by “cord cutting” and other technology-
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dependent changes in consumer behavior. Although recent work
has shown that television remains by far the dominant source of
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